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The fracture strength of Si is considered in the context of yield and reliability of microelectronic
and microelectromechanical (MEMS) devices. An overview of Si fracture, including the strength
of Si wafers, dice and MEMS elements, highlights the importance of understanding sharp
contact flaws, with their attendant residual stress fields, lateral cracks and strength-limiting
half-penny cracks in advanced Si device manufacturing. Techniques using controlled
indentation flaws, including measurements of hardness, crack lengths, crack propagation under
applied stress, and inert and reactive strengths, are applied in an extensive new experimental
study of intrinsic, n- and p-type {100} and {110} Si single crystals and polycrystalline Si,
addressing many of the issues discussed in the overview. The new results are directly
applicable in interpreting the strengths of ground or diced Si wafer surfaces and provide a
foundation for studying the strengths of MEMS elements, for which the strength-controlling
flaws are less well-defined. Although the indentation fracture behavior of Si is shown to be
quite anisotropic, the extensive lateral cracking greatly affects crack lengths and strengths,
obscuring the underlying single crystal fracture anisotropy. No effects of doping on fracture are
observed. Strength decreases in water and air suggest that Si is susceptible to reactive attack
by moisture, although the effect is mild and extremely rapid. Strength increases of indented
components after buffered HF etching are shown to be due to reactive attack of the contact
impression, leading to residual stress relief. C© 2006 Springer Science + Business Media, Inc.

1. Introduction
The fracture properties of silicon are crucial in determin-
ing the manufacturing yield, device performance and op-
erational reliability of microelectronic very large scale in-
tegrated (VLSI) circuits and microelectromechanical sys-
tems (MEMS). Large-scale cracking or fracture of the Si
substrate at the wafer or die (“chip”) level during man-
ufacturing leads to a loss of dice (“chips”) and decrease
in yield when the mechanical or electrical performance
of the die is compromised (even if the crack does not
extend to cause complete rupture of the wafer or die).
Similarly, small-scale fracture at the die or device level,
remnant from the VLSI manufacturing process, leads to
degraded device performance (via altered leakage current
and capacitance characteristics) or reliability exposures
(via eventual electrical shorts or opens). The stress driv-
ing such fracture processes can be localized (in which case
it is usually associated with crack initiation), for example
at sharp contacts during handling or fixturing, chemical-
mechanical polishing, back-face grinding and dicing of
the Si, or at small features experiencing mismatches in
thermal expansion, elastic modulus or phase change with
the Si. Alternatively, the stress can be global (and is then

usually associated with crack propagation), for example
deriving from robot handling, electrostatic chucking dur-
ing film deposition, down force during chemical mechan-
ical polishing, flexure during tape removal at back-face
grind or dicing, or from thermal expansion mismatch on
packaging. By their very nature, the actuator and can-
tilever structures in MEMS devices place Si under large
stresses during operation.

At room temperature, Si is brittle and as a consequence
its response to applied stress is to fracture. Breakage or
failure occurs when the applied stress exceeds a critical
level (the strength) for the scale of the crack or defect
in the Si. Most strength-degrading cracks in Si devices
are surface localized and caused by sharp particle con-
tact from handling pins, debris generated during dicing
or localized packaging contacts. Hence to optimize the
performance and maintain the appropriate electrical or
electromechanical reliability of Si devices, an understand-
ing of the contact fracture process is required: What is the
nature of the plastic deformation and fracture at sharp par-
ticle contacts? What happens on subsequent stressing of
such contacts? These considerations are also important in
cases in which controlled fracture is required (e.g., during
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Figure 1 Optical micrograph of a (001)[110] 2 N Vickers indentation in
n-type Si, indicating the major contact features: plastic deformation accom-
modated predominantly by shear faulting in the contact zone, characteristic
dimension, a; fracture in the form of half-penny cracks, surface trace di-
mension, c; and material removal in the form of lateral-crack scallops. Such
flaws control the strength of microelectronic devices through half-penny
crack propagation into and across the surface in <001> and <110> direc-
tions, respectively.

the creation of cleaved surfaces for mirrors and chemical
studies, precision dicing and in MEMS applications).

This paper will consider the fracture and deformation
of Si at sharp contacts in some detail using controlled
Vickers indentation flaws as models, Fig. 1, focusing on
10–100 µm scale defects that control the yield and reli-
ability of microelectronic wafers and dice. The complete
evolution of fracture at the contact will be considered:
elastic and plastic deformation during, and residual to,
indentation, leading to metastable post-indentation crack
formation; superposition of an applied stress on a relaxed
residual field, leading to stable crack propagation; crack
instability at failure, including the effects of reactive en-
vironment, leading to contact strength degradation; and
post-failure crack-path instability, leading to fragmenta-
tion. The primary vehicle for study will be {100} oriented
single-crystals, in which {110} fracture is dominant in the
〈100〉 and 〈110〉 directions, Fig. 1. In this orientation, both
heavily-doped n-type and p-type crystals will be examined
and compared with intrinsic crystals. This orientation is
predominant in the semiconductor industry for VLSI cir-
cuit and MEMS device production. The secondary vehicle
for study will be {110} oriented single crystals. This ori-
entation is predominant in fundamental experimental and
theoretical studies as fracture on the primary {111} cleav-
age plane in the 〈110〉 and 〈112〉 directions is dominant.
The tertiary vehicle for study will be polycrystalline ma-
terial. Such material is predominant in the production of
solar energy devices.

This paper is divided into two related parts: The first
(section 2) is an overview of Si fracture in the context
of microelectronic devices, extending just over the 40
year history of the Journal of Materials Science. The
second (sections 3 and 4) addresses outstanding issues
of Si strength highlighted by the overview in presenting
new fracture results, based on techniques first published

in the Journal, of indentation deformation and fracture,
crack propagation, inert strength, reactive strength and
fragmentation. Finally (section 5), some of the challenges
still faced in the understanding of Si fracture strength for
advancing VLSI and MEMS devices are considered.

2. Structure, deformation and fracture of Si
2.1. Background structure and properties
The crystal structure of Si is diamond cubic, consisting of
a face-centered cubic lattice with a two-atom basis of (0, 0,
0) and ( 1

4 , 1
4 , 1

4 ), [1]. The atoms are four-fold co-ordinated
into regular tetrahedrons, reflecting the hybridized sp3

bonding. The {111} planes are close packed and the ratio
of the number of bonds per unit area crossing the {111},
{110}, {112} and {100} planes, respectively, is 1:

√
3/2 :√

2 :
√

3 [2]. Fig. 2 is a schematic diagram of the structure,
set into a [110] − [1̄10] − [001] coordinate system to be
used throughout that is more convenient for Si fracture
studies (cf Fig. 1) than the conventional 〈100〉 unit cell
coordinates.

The elastic properties of Si single crystals reflect the un-
derlying anisotropy of bonding, giving rise to a direction-
dependent Young’s modulus E. In particular, the modulus
anisotropy is easily assessed through examination of the
variation in a (11̄0) plane, which contains the four primary
low-index directions: [001], [112], [111] and [110],

E = E[110]/
[
1 + (S/E[110])m

2(3m2/2 − 1)
]

(1)

where S = (s11 − s12 − s44/2), m is the direction cosine
relative to [001], s11, s12 and s44 are the three indepen-
dent elastic compliance values referred to 〈100〉 direc-
tions and E[110] = (s11 − S/2)−1 is the Young’s modulus
in the [110] direction [3]. Fig. 3a shows the variation in

Figure 2 Schematic diagram of the crystal structure of silicon; atom po-
sitions are shown as spheres, bonds as bold solid lines and the tetrahedral
coordination outlined by the fine solid lines. A tetragonal sub-cell use-
ful in consideration of fracture of wafers and dies in microelectronics, is
bounded by (a/

√
2)[1̄10], (a/

√
2)[1̄ 10] and a[001] vectors of the conven-

tional diamond-cubic unit cell, indicated by the dotted outline.
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Figure 3 Plots showing the orientation dependence of (a) Young’s modulus,
E, (b) fracture energy, 2γ , and (c) toughness, T, of Si, projected into the (11̄0)
plane, from Equations 1–3 . The coordinate system is the same as that in
Figs 2 and 4 such that a (110) fracture plane, predominant in semiconductor
processing, is normal to the page, propagating from top to bottom.

Young’s modulus for Si in the (11̄0) plane using Equa-
tion 1 and s11 = 7.68 TPa−1, s12 = –2.14 TPa−1 and s44

= 12.56 TPa−1 [1]; the two-fold symmetry in this plane
is obvious. The moduli vary from 187 GPa in the 〈111〉
directions to 130 GPa in the 〈100〉 directions, with an in-
termediate value in the 〈110〉 directions of 169 MPa. The
average polycrystalline modulus, calculated as the mean
of Hashin-Shtrickman bounds [4], is 163 GPa.

The fracture properties of brittle materials such as Si
also reflect the underlying anisotropy: A simple, purely
geometrical, bond-counting estimate suggests a method
for estimating the fracture surface energy or fracture re-
sistance, 2γ , for cleavage on crystalline planes [5], Fig. 4a.
The variation in the fracture resistance, 2γ(hkl), calculated
from the number of broken bonds required to form a cleav-
age plane on (hkl) in the [1̄ 10] zone, is given by [2]

2γ(hkl) = 2γ(110)[2 max(h, l)/(2h2 + l2)]1/2, (2)

where planes in the [1̄ 10] zone are of the form (hhl),
Fig. 4b, and 2γ (110) is the fracture resistance of the (110)

(110)

(111)

(001)

[110]

[111][001]

[112]

[110]
_

[110]
_

[110]
_

_

_

a

a/

(a) (b)

Figure 4 Schematic diagrams illustrating crystallographic cleavage planes
in Si relative to an (001) wafer surface commonly used in semiconductor
processing. (a) Elevations of the sub-cell from Fig. 2 in the same coordinate
system; solids symbols represent atom positions in the front and rear planes
of the sub-cell, open symbols at the mid-plane. (110) cleavage is through
bonds inclined to the fracture surface and (111) cleavage through bonds
normal to the fracture surface; the ratio of the bonds broken per unit area
is

√
3/2, respectively, consistent with Equation 2. (b) Secondary (110)

and primary (111) cleavage planes, along with the wafer surface, lie in
the

⌊
1̄10

⌋
zone, allowing for easy rectilinear die formation along <110>

directions and the possibility of tilt during crack propagation from secondary
to primary cleavage.

plane. This predicted variation is shown as the open sym-
bols in Fig. 3b, using 2γ (111) = 2.48 J m−2 [6, 7], recog-
nising that the angular variation is for planes perpen-
dicular to the directions indicated at discrete values of
m = l/(2h2 + l2)1/2 (the line is a guide to the eye). The
fracture resistance increases weakly to 3.0 J m−2 for the
(110) plane and somewhat more strongly to 4.3 J m−2 for
the (001) plane.

The toughness of a particular plane may be approxi-
mated by [8]

T(hkl) = (
2γ(hkl) E[hkl]

)1/2
, (3)

where T(hkl) is the (plane-stress) toughness of the (hkl)
plane and E[hkl] is the Young’s modulus in the (perpen-
dicular) [hkl] direction, noting that relationships between
energy- and stress-based measures of driving and resist-
ing influences in fracture are not straightforward in elasti-
cally anisotropic materials [9]. Values for various planes
are shown in Fig. 3c using the data from Fig. 3a and
b. The countervailing maxima and minima in the modu-
lus and fracture resistance variations lead to a very small
variation in toughness with fracture plane; from T(001)

= 0.75 MPa m1/2 to T(111) = 0.68 MPa m1/2. The frac-
ture resistance and toughness values for polycrystalline
materials (assuming random transgranular fracture and
averaging over the planes in Fig. 3) are 3.3 J m−2 and
0.73 MPa m1/2, respectively.
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The plastic deformation properties of Si of interest here
are those associated with sharp indentation and its large
imposed shear strains and hydrostatic constraint [10]. Al-
though dislocation mobilities are highly anisotropic in Si,
and depend critically on doping level, there is very lit-
tle evidence to suggest that these effects, although easily
observable at sharp indentations [11, 12], are reflected in
the overall sharp contact response. During sharp-contact
loading, deformation is both elastic and plastic [13], with
elastic deformation distributed in the material bulk, both
within and without a contact area of characteristic ra-
dius a (Fig. 1). At room temperature, plastic deformation
is localised in a zone beneath the contact area, of vol-
ume approximately 10a3 [12, 14–18], with the majority
of the plastic strain carried by inhomogeneous constrained
shear faulting (mode-II cracking) on approximately {013}
planes for a (001) indentation. The [100] and [010] surface
traces of these faults are visible in Fig. 1 and elsewhere
[15, 17], but cross-sectional observations (such as those
performed with large indentation loads for halides and
glasses [19, 20]) are difficult for three reasons, all of which
bear on the strength of Si as controlled by sharp-contact
flaws. First, cracking at the contact, particularly lateral
cracking with its attendant removal of material (Fig. 1),
including the plastic deformation zone periphery, renders
sectioning difficult. Second, material in, and adjacent to,
the plastic deformation zone has a large, tangled, disloca-
tion density [14–18], which carries a minority of the plas-
tic strain but renders transmission electron microscopy
difficult. (These dislocations are separate from the well-
defined dislocation rosette patterns [11, 12] generated at
high temperatures.) The third reason concerns the magni-
tude of the mean resolved contact stress, or hardness, H
(= P/2a2 for a Vickers indenter, where P is the contact
load). For Si, H � 10–13 GPa (see next section) such that
pressures generated during contact exceed those for phase
transformation from the semiconducting, diamond-cubic
structure to metallic, β-Sn (8–9 GPa) and other high-
pressure phases [14, 16, 18]. This has the consequence
that contact deformation is influenced by metal-like flow
in these phases, often leading to extrusion of material from
sharp indentation [16, 18] and scratch [21–23] edges, fur-
ther complicating the residual contact pattern.

Deformation during sharp-contact unloading of Si is
primarily elastic [13], with recovery occurring both axi-
ally in the indentation depth, h [12] and (for pyramidal

indentations) transversely along the less-constrained con-
tact impression edges. Such recovery is visible as the “pin-
cushioning” of the residual impression in Fig. 1 and else-
where [12, 14–17]. (Minor amounts of deformation during
unloading are associated with reverse phase changes [13],
although frustration of these often leads to amorphization
of material beneath the contact [14, 16, 18].) The load-
displacement, P-h, behavior of Si on sharp indentation
[13] is thus intermediate between the completely elas-
tic response associated with blunt (“Hertzian”) contacts
[10], and the completely dissipative response associated
with sharp contacts on soft metals [24]. Such interme-
diate recovery leads to the existence of a residual stress
field in the material that is responsible for the initiation
and propagation of cracks during contact and their sta-
bilisation after contact [25, 26]. However, as might be
anticipated from Fig. 3, although the fracture patterns at
sharp (and blunt [27]) indentations change significantly
with the indented surface and indenter orientation, nei-
ther the hysteretic P-h behavior measured during contact
nor the H values determined after contact are observed to
depend significantly on doping, the indented surface or
orientation of the indenter [13] or scratch [21]. This lack
of contact deformation anisotropy in Si is a consequence
of the facts that beneath indentations: elastic strain fields
are multi-axial (such that the polycrystalline modulus is
often a good approximation for single crystal indentation
moduli [28]); plastic deformation by dislocation motion
is suppressed at low temperatures; and, fracture of shear
faults by propagation along low energy cleavage planes is
rare.

Table I compares the mechanical properties of Si with
those of some other microelectronic materials. The picture
that emerges is that of a material that is more “ceramic”-
like in its mechanical properties than “metal”-like. Al-
though stiffer and harder than other materials used in
microelectronics, as indicated by the greater E and H val-
ues, the fracture resistance, R, of Si is simply the surface
energy, 2γ , similar to that of SiO2 glass, rather than dom-
inated by dissipative plastic deformation processes as in
Cu and Al. In fact, the increased modulus of Si relative to
SiO2 offsets its decreased fracture resistance to leave both
materials with similar toughness values T = (RE)1/2, ap-
proximately 0.7 MPa m1/2. The modulus/hardness ratio,
(E/H)1/2, provides an (inverse) measure of the coefficient
of restitution and degree of depth recovery at a contact and

T AB L E I Mechanical properties of microelectronic materials

Material
Young’s modulus,
E (GPa) Hardness, H (GPa)

Fracture resistance,
R (J m2)

Recovery ratio,
(E/H)1/2

Brittleness index
(RE/H2)

Coefficient of thermal
expansion, α

(ppm ◦C−1)

Si (crystalline) 130–187 10 2.5–4.3 4.1 5 nm 3
SiO2 (amorphous) 72 6 8.8 2.9 18 nm 0.6
Cu (polycrystalline) 128 0.4 103 18 0.8 mm 18
Al (polycrystalline) 72 1 104 8.5 0.7 mm 23

844



40TH ANNIVERSARY

again suggests that residual contact impressions and stress
fields in Si are less like metals and more like SiO2, with
large degrees of recovery. The similarity to SiO2 during
contact is particularly strong when the brittleness indices,
RE/H2 are compared. The brittleness index provides a
measure of the length scale at which a material ceases to
accommodate contact deformation by elastic and plastic
processes alone and begins to fracture (i.e., it is the largest
contact before cracking). The very small length scale for
Si, similar to that of SiO2 and a factor of 105 smaller than
those for Cu and Al, point to the brittle nature of Si and
to the almost certainty of fracture at most contacts. The
stiff, covalent bonds underlying the Si mechanical prop-
erties are also exhibited in the thermal properties, with the
thermal expansion coefficient of Si substantially less than
those of Cu or Al.

2.2. Fracture of Si ingots
There are many previous studies of contact-mediated frac-
ture and strength of Si, a considerable number related to
yield and reliability of VLSI circuit and MEMS elements
during manufacturing and operation. It is useful to re-
view these, and the current work, to place both in the
broader context of studies of Si fracture. A key feature in
these discussions is a characteristic limiting defect size,
cf , associated with the failure stress or strength, σ f , of a
component. The scaling between cf and σ f is [29]

c f =
(

T

ψσf

)2

, (4)

where ψ is a dimensionless geometrical constant. Repre-
sentative values for Si surface flaws in tension are T =
0.7 MPa m1/2 and ψ = 1.

The largest length scale associated with Si fracture is
that of the melt-grown ingot [30, 31]; such cylindrical
ingots can be over 1 m long × 0.3 m in diameter and
weigh over 160 kg. Blunt, elastic contacts with the ingot
can lead to cm-scale surface ring cracks and sub-surface
cone cracks [27, 32], not usually visible on the ingot
surface, leading to a loss of usable Si on slicing to form
wafers. Gravity loading during stacking or standing of
ingots, or bumping of ingots with even moderate handling
velocities, are sufficient to develop the 10 kN-scale static
or impact forces required for initiation of such cracks
from pre-existing defects on the ingot surface [30], even
if the surface defects are comparable to those limiting the
∼2 GPa strengths of Si whiskers [33]. Such defects are of
order cf ∼ 0.12 µm.

2.3. Fracture strength of Si wafers
The second length scale associated with Si fracture is
that of the sliced wafer [31], which are of order 0.7–
0.8 mm thick × 200–300 mm in diameter and weigh
50–125 g. Wafer manufacturing involves sawing from the

ingot, grinding and lapping to size and flatness, etching to
remove surface impurities and polishing to remove sur-
face defects, typically arriving at a mirror surface finish
with sub-nm-scale average roughness on which devices
are to be constructed. On careful treatment and handling
this surface remains with the largest, strength-limiting
defects comparable to those in the whiskers: strengths of
2–4 GPa were measured for small, ∼5 mm, plates from
(001) and (111) wafers [34, 35]. At these strength levels,
the plates fragmented into many pieces at failure (includ-
ing Si dust), an observation dating back to the earliest
studies on glass fibers [29]. There is no doubt that the large
strengths were obtained through the use of small samples,
such that the probability of encountering a large defect in
the ∼1 mm2 stressed area was small—an observation also
made in the earlier studies of Si rods and whiskers [33] and
glass fibers [29]. Tests of whole, but small, (111) wafers
with ∼300 mm2 stressed area exhibited polished-surface
mean strengths of ∼1 GPa with large scatter, 0.5–2 GPa
[36]. Decreases in both the mean strength and the rela-
tive scatter were observed, to ∼330 ± 50 MPa for (001)
wafers that were lapped but not polished [34, 36], down to
∼200 ± 40 MPa for wafers that were in the raw, as-sawn
state [36]. Similar results were observed for small poly-
crystalline Si wafers tested with ∼3 mm2 stressed area:
wafers with etched surfaces exhibited strengths of ∼300
± 30 MPa that decreased to ∼80 ± 3 MPa for wafers that
were in the raw, as-sawn state [37]. The effective defect
size in the as-sawn small single-crystal wafers was of or-
der cf ∼ 12 µm and that for the polycrystalline wafers, cf

∼ 75 µm. Tests on full size wafers, with ∼15,000 mm2

stressed area, exhibited even greater strength decreases:
polished wafers exhibited a strength of ∼120 ±
5 MPa, etched wafers ∼90 ± 30 MPa, and as-sawn
wafers only ∼12 ± 2 MPa [38]. The effective de-
fect size in these as-sawn full-size wafers was of order
cf ∼ 3.5 mm.

The picture that emerges is that it is possible to prepare
almost-pristine Si wafer surfaces over small areas by pol-
ishing and careful handling. Such surfaces have strength-
limiting defects of order 0.1 µm, about 100 times the
surface roughness, leading to strengths in the GPa range.
However, under normal handling circumstances, over
large areas comparable to that of the wafer, there is likely
to be a defect of order 50 µm, about 1/10 of the wafer
thickness, leading to strengths of order 100 MPa. Treating
the strength of polished Si surface as an intrinsic param-
eter [31] allows a relationship for wafer survival to be es-
tablished between the component- (wafer-)level extensive
parameters of fixturing geometry, applied load and wafer
thickness: A design strength of 130 MPa for a (001) wafer
seems appropriate in this regard. With geometry specified,
load and thickness can thus be determined for optimis-
ing manufacturing performance in terms of ingot yield of
(unbroken) large wafers [31]. With wafer thickness spec-
ified, fixturing geometry and temperature gradients can
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be determined to maximise wafer yield in the presence of
gravitationally- and thermally-induced loads [39].

Deliberate surface treatments such as grinding intro-
duce large mm-scale defects, comparable to the wafer
thickness, and strengths of order 10 MPa. Cross-sectional
observations of the damage zone introduced by, or
remnant from, surface treatments support this view. In
the full-size wafer study above [38], the maximum depth
of damage remnant from sawing was ∼27 µm, this
was decreased to ∼ 3 µm on etching and <0.5 µm on
polishing. In an earlier study on (111) small wafers, tested
with ∼20 mm2 stressed area, strengths were similarly
observed to decrease from ∼135 to ∼75 MPa as the depth
of damage increased from ∼10 to ∼20 µm with change
in the crystalline orientation [40]. These measurements
reinforce the ideas that observable “damage” in a Si
component will probably be smaller than the strength-
controlling crack size, consistent with indentation ob-
servations [26], and that sharp-contact mediated fracture
strength in Si depends on crystallographic orientation.

2.4. Fracture strength of Si dice
The third length scale associated with Si fracture—and
probably the most important—is that of the diced chips
or dice; small quadrilateral plates, 0.2–0.8 mm thick
× 1–200 mm2 in area. Die manufacturing involves the
formation of the VLSI circuits or MEMS structures
on the front or active side of the wafer by successive
deposition and removal of lithographically patterned
metal, dielectric and polymer layers, back-side grinding
(BSG), lapping and etching of the wafer to obtain the
required die thickness and back-side surface finish,
high-speed sawing (dicing) of the wafer to separate
the dice, and sorting and picking of dice according to
electrical, optical or mechanical performance of the active
devices (the final two operations are often combined into
dice-sort-pick: DSP). BSG and DSP are often the most
critical steps in determining overall Si yield (acceptable
finished dice per wafers started in the manufacturing
process): they involve mechanical loading of entire,
front-finished (therefore maximum value) wafers in
fixturing and deliberate high-velocity sharp-particle
contact, including that from debris, in grinding and
dicing.

The strength-limiting defects introduced by BSG (par-
ticularly in the early, gross material removal stages) [41–
44], the warpage often induced by imbalanced grinding
and active layer stresses and uneven thinning [42, 45]
and the thinning itself all lead to inter-related smaller
strengths and greater imposed stresses through the BSG
and DSP processes. Back-side fracture tests after BSG
treatments on full thickness dice [41] and thinned dice [42,
43] or wafers [44], with ∼1–2 mm2 stressed area, agree
qualitatively with the wafer observations: coarse grinding

significantly reduces strength, subsequent fine grinding
increases strength and etching increases it even further
(leading to die fragmentation on failure [41]). More di-
rect comparison of die-scale results with wafer strengths
is difficult, however, as die results are often reported in
terms of failure loads observed in test geometries that are
operationally relevant and thus easy to implement [41,
42], but which are difficult to analyse. A further compli-
cation in comparing die-scale failure behavior with that
of wafers is that the dicing process introduces an addi-
tional defect population that is often sampled in the test
geometries used for die strength measurement. To this
stage, the quoted strength measurements have all been ob-
tained through (equi-)biaxial loading of the central area
of a plate, remote from any edges (usually by loading
a spherical punch or circular ring onto the center of the
circularly-supported wafer or die). However, a rectangular
die is conveniently, and relevantly, tested through uniaxial
loading of the central area as a bar, including the edges
(usually in three- or four-point bending). Hence, addi-
tional strength-controlling edge defects introduced by dic-
ing will be sensed in uniaxial testing and not in biaxial test-
ing (whether such defects are literally introduced by sharp
dicing contacts on the die edge or are simply surface flaws
rendered more potent by the lack of constraint at the die
edge).

Tests on (001) dice in [110] uniaxial loading [46]
showed the effects of superposing a dicing-induced
edge-flaw population with a broad strength distribution,
∼310 ± 110 MPa, onto a surface-flaw population
remnant from grinding with a narrow distribution, ∼ 290
± 40 MPa. The total strength distribution of the finished
dice reflected a change in the dominant flaw at different
strengths arising from the difference in distribution of
the separate flaw populations about similar means. There
was a low probability of small (<200 MPa) die strengths
(controlled by large, but rare, dicing defects) and a
high probability of moderate (∼300 MPa) die strengths
(controlled by small, but common, grinding defects).
The high (> 400 MPa) die strengths associated with the
ultra-small, rare dicing defects were not observed in the
overall distribution; they were eclipsed by the common,
smaller strength, grinding flaws. (The existence of the
high strength dice was inferred from biaxial strength tests
with the same stressed area that allowed the dicing and
grinding distributions to be separated.)

The relative probabilities of edge and surface flaw fail-
ure and observed strength levels can also depend on die
position on the wafer, as position dictates the orientation
of grinding striations relative to the die axes. Uniaxial
die strengths are smaller when grinding striations are per-
pendicular to the loading direction, usually the long axis
[43, 47]. Hence a die with striations perpendicular to the
long axis will exhibit a small, surface-controlled strength
whereas a die with striations parallel to the long axis will
exhibit a large, edge-controlled strength: the effective sur-
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face defect size can be characterised by a striation orien-
tation dependence for � in Equation 4. Direct assessment
of edge-flaw strength distributions can be performed by
twist loading a plate (in four-point anticlastic bending)
to place the edges in tension and the central surfaces in
shear. Twist tests showed an edge strength distribution of
∼60 ± 8 MPa for single-crystal and ∼45 ± 15 MPa for
polycrystalline laser-diced Si plates [48], suggesting that
laser dicing introduces much more potent edge defects
than conventional saw dicing.

The picture that emerges here is that wafers exiting
the active-face segment of manufacturing are reasonably
strong (∼200 MPa) but are then weakened significantly
(to ∼50 MPa) by the introduction of large surface flaws in
the early stages of BSG, before restoration to full strength
in the later stages of BSG (although loads the now thinner
wafers are able to withstand are much smaller). Subse-
quent dicing leads to the introduction of new edge defects
that can weaken a die in uniaxial loading (to ∼100 MPa).
A substantial motivation in the wafer-finishing studies
above was thus not just successful movement of the sub-
strate wafers through active-device processes in the man-
ufacturing line, but successful movement of wafers and
dice through BSG and DSP.

The die-scale consideration, however, that provides the
most significant motivation for study of sharp-contact me-
diated fracture of Si, is the stress that is generated in a die
on packaging [49, 50]. A package for a die provides ap-
propriate mechanical support, environmental protection
and electrical, optical and thermal interconnection be-
tween the active elements on the die and the external
system (e.g., telephone, computer, automobile or toaster).
Heating and cooling during the packaging process [49] or
subsequent thermal cycling [50] usually generates con-
siderable stress in the die from thermal expansion mis-
match between the die and an element of the package
(typically the polymeric, ceramic or composite substrate
in concert with a polymeric or composite encapsulation
or adhesive layer). If the stress generated is greater than
the die strength remnant from BSG and DSP, failure will
occur. A study of uniaxial die strengths, combined with
an analysis of packaging stress, showed that while BSG
surfaces were weaker, ∼210 MPa, than bare or etched,
∼350 MPa, the greatest probability of failure on pack-
aging derived from rare, large defects generated in DSP
on picking [49]. These defects reduced the strength sig-
nificantly, to ∼90 MPa, uncomfortably close to the stress
calculated on packaging, ∼75 MPa. An analysis of stress
induced on thermal cycling of a package [50] showed
that while calculated die stress at room temperature was
∼50 MPa, that at -40◦C was ∼90 MPa: the conclusion that
in order to survive thermal cycling the die should be both
thin and have few back-side flaws serves to emphasise
the importance of understanding sharp-contact fracture
of Si.

2.5. Fracture strength of Si MEMS elements
The fourth length scale associated with Si fracture, and
the most recently studied, is that of the elements in MEMS
devices: small beams, plates, columns and gears, 1–1000
µm in scale. MEMS devices are formed by similar litho-
graphic deposition and removal sequences to those in
VLSI circuit manufacturing, but the materials are pre-
dominantly polycrystalline and single-crystal Si and the
MEMS elements are formed by vapor (typically isotropic)
or liquid (typically anisotropic) etching. Concerns with
the fracture properties of Si are directly related to perfor-
mance here, as the function of MEMS elements is struc-
tural; they are designed to generate and support loads and
displacements in application. (As opposed to the indirect,
but still crucial, concerns for VLSI circuits; Si is just the
platform for the microelectronic or photonic functional
elements and loads and displacements encountered by the
Si during manufacturing or application just have to be sur-
vived.) The etched surfaces of the elements have surface
roughness of ∼1–100 nm, leading to very large measured
strengths of specially formed single-crystal beams, ∼1–
18 GPa [51–55], shafts, ∼20 GPa [56], plates, ∼4 GPa
[57], membranes, ∼1–7 GPa [58] and rods, ∼0.5–1 GPa
[59, 60]; comparable to the strengths measured in bend-
ing of the free rods and whiskers some 30–40 years earlier
[33].

In the case of the beams and plates, increased strengths
were correlated with decreased surface roughness [52–
55, 57], but the characteristic defect size of cf ∼ 1–30 nm
precluded identification of the strength-controlling flaws,
especially as the fracture surfaces of the large-strength
samples were extremely rough. Tests on specially-formed
polycrystalline rods showed similarly large strengths,
∼0.6–2.8 GPa [61, 62], and small strengths were again
correlated with increased surface roughness. The rela-
tively small strengths of some membrane structures [58]
and the rods [59–62] relative to the other loading geome-
tries were caused by the powerful stress-concentrating
action of re-entrant corners at the membrane periphery
and rod gauge ends, leading to failure at these points. The
etching processes used to form MEMS elements probably
generate corner radii of near-atomic dimensions, suggest-
ing that an important load-limiting effect is the stress-
concentration field of a sharp notch, noted in an early
beam study [51]. Two approaches to model this effect
have been successful: By calculating the enhanced stress
field at corners of deliberately varied radii (0.25–1.4 µm),
the cf ∼ 10 nm, strength-limiting defects in the mem-
brane were shown to be invariant with corner geometry,
all leading to ∼7 GPa strengths [58] (∼1 GPa strengths
were observed for membrane structures containing un-
modified sharp corners, suggesting a change in the nature
of the defect as well as the stress-concentrating nature
of the structure in this case). In contrast, the sharp notch
itself can be treated as a strength-limiting defect, with a
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divergent stress field at the notch tip characterised by an
exponent different from that for a crack and a failure crite-
rion, somewhat similar to that of toughness, that depends
on the included notch angle [59, 60, 63]. Decreases in
strength with rod width, from ∼1 GPa to ∼0.6 GPa, in
T structures were predicted correctly using this criterion
[60], suggesting that in some cases the MEMS structural
geometry itself forms the strength-controlling flaw.

In the absence of stress-concentrating features,
strength-controlling flaws are distributed over the etched
surfaces, leading to an expectation of increased strength
with decreased element size or stressed area (and thus
flaw probability), similar to that observed for bent rods
[33] and biaxially-loaded wafers [34–36, 38]. Compila-
tion of strength measurements in a recent overview [64]
showed this expectation to be fulfilled for polycrystalline
Si MEMS elements; strengths decreased by a factor of
about two, from ∼3–4 GPa to ∼1.5–2 GPa, as the stressed
area of tensile specimens increased from 102 µm2 to
105 µm2 (0.1 mm2). Similar results were observed in
strength measurements of single-crystal elements [54];
strengths decreased from ∼17.5 GPa to ∼0.5 GPa as
the effective stressed area of the beams increased from
10−2 µm2 to 106 µm2 (1 mm2) (although here as well,
beams tended to break near the fixed, stress-concentrating,
ends).

It is tempting to note the strength overlap of these
MEMS elements with those of wafers and dice at sim-
ilar stressed areas, ∼0.5 GPa at ∼1 mm2 and infer a uni-
versal, decreasing, strength-area relationship for Si. The
physics of this would be incorrect, however, as the use
of weakest-link ideas to scale strength with the extent of
stressed material requires the strength-controlling flaws to
belong to the same population. The strengths of MEMS
elements are controlled by etching flaws, those of wafers
and dice by grinding or dicing flaws (and we have already
observed above how competition between these latter two
precludes simple scaling of die strength with size un-
der uniaxial loading). The overlap, however, does point to
an underlying engineering truth: manufacturing processes
tend to scale roughness and tolerances with the size of the
component being manufactured [65]. Hence, the correct
inference is that wafer, die and MEMS element manufac-
turing processes introduce different flaw populations and
that these scale with the size of the component, leading
to the overall decreasing strength-component size trend;
within a component type, weakest-link scaling applies.

2.6. Fracture strength of Si with
controlled-flaws

The strength studies above, while providing design guid-
ance for Si components once a manufacturing process
has been established, do not allow for explicit prediction
of fracture strength as a function of flaw size or for the

measurement of toughness that underlies such predictions.
Placement of a strength-limiting flaw with controlled size,
geometry, orientation and location into a sample prior to a
strength measurement overcomes these difficulties. Sharp
indentations such as in Fig. 1 provide such flaws and have
been used for some time to study the fracture properties
of Si. Early studies [66–68] focused on measuring the
toughness of single-crystal and polycrystalline Si using
Knoop indentations on beams and simple inversion of
Equation 4:

T = ψσfc
1/2
f (5)

The dimension cf was treated literally as the controlling
“Griffith” crack length [29] and inferred from scanning
electron microscope images of beam fracture surfaces and
the geometry parameter, ψ , thus determined from frac-
ture mechanics considerations. Later studies in the same
spirit [69–71] used Vickers indentations on single-crystal
beams, taking cf to be the surface trace of the half-penny
cracks. Toughness estimates with experimental scatter of
± 5–15% from both sets of studies varied over the range
0.8 to 1.2 MPa m1/2 for single-crystal Si and from 0.75
to 0.87 MPa m1/2 for polycrystalline Si, agreeing with
Fig. 3c to well within a factor of two. However, beyond
noting this agreement, not much more can be read into
these values, particularly not the widely cited, but not al-
ways replicated [68, 70], result that appears to be in accord
with intuition, T(100) > T(110) > T(111) > Tgrain boundary

[66], but which Fig. 3c suggests is extremely unlikely
to be detectable experimentally. In addition, systematic
experimental and analytical errors were also included in
these studies: the micrographs presented [66–71] make
clear the extreme difficulty of objective flaw-size deter-
mination from fractographic images and neglect of the
residual indentation stress field invalidates the fracture
mechanics assumed to be underlying Equation 5.

Fracture mechanics of indentation flaws under applied
stress, taking the residual field [25, 72, 73] into account,
was developed and applied to Si [26] at about the same
time as the Knoop studies. Using Vickers indentations
on {111} beams in the load range P = 5–200 N, half-
penny cracks, 12–600 µm long, were formed, leading
to strengths of 160–20 MPa. These strengths are at the
small end of the range observed for wafers and dice, sug-
gesting that sharp contacts and their associated cracks
are the strength-limiting flaws in sawn, ground or diced
components (unsurprising, as these processes remove ma-
terial by deliberate repeated sharp contact). Relations be-
tween load, crack length and strength provide the required
strength prediction capability for processing of Si com-
ponents leading to strength-limiting sharp contact flaws
(within the constraint of common contact geometry). Use
of the appropriate crack length-strength pairs in Equation
5 leads to toughness estimates of ∼0.5 MPa m1/2, con-
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siderably smaller than those above and in Fig. 3c. This
is because the residual field still acted as a crack-driving
force during the strength tests, leading to reduction of the
applied stress required to cause beam failure. Evidence
for the continuing action of the residual field came from
direct observation of stable precursor extension of half-
penny cracks on stressing, leading to an increase in the
crack length at failure. Toughness estimates using inden-
tation fracture mechanics analyses of the strength data
were not made, due to an obvious reduction in magni-
tude of the residual field by surface chipping associated
with lateral cracking, particularly at the large indentation
loads: The presented crack length-strength pairs at failure
give toughness estimates of ∼0.8–1 MPa m1/2; reason-
ably consistent with other estimates and the predictions
of Fig. 3c.

Just as with the change of focus from 10 µm scale flaws,
controlling the strength of wafers and dice, to 0.1 µm scale
flaws, controlling the strength of MEMS elements, re-
cent indentation-strength studies have focused on sub-µm
controlled-flaws. Tests on {100} and {111} single-crystal
Si plates using Berkovich indentations over the load range
1 N – 2 mN extended the range of impression sizes down to
∼0.5 µm, smaller than that required to generate indenta-
tion cracks [74, 75]. (Berkovich indenters are three-sided
analogues of the four-sided Vickers indenter with the same
equivalent cone included angle, and therefore the same
volume-to-depth ratio that dictates the indentation crack
driving force [76].) Such “sub-threshold” indentations had
very different strength characteristics than conventional
post-threshold flaws (as in Fig. 1): failure was caused by
initiation of cracks from the contact impression (rather
than propagation of pre-existing cracks) and the depen-
dence of strength on indentation load was much greater,
σ f ∼ P−2/3, than the ideal indentation response observed
over most of the post-threshold Si indentation-strength
range, σ f ∼ P−1/3 [26 , 74, 75]. Strengths of plates con-
taining sub-threshold flaws were 0.5–5 GPa, at the small
end of the range for MEMS elements, suggesting that in-
stability of very small, ∼10–100 nm, crack-like flaws at
stress-concentrating features are the strength-limiting de-
fects for many MEMS elements and that there is some
similarity between etch pits and sub-threshold contact
impressions. These observations also reinforce the view
above that different manufacturing processes introduce
different flaw populations—with fundamentally different
characteristics—to control the strength of Si components
at different length scales.

The analytical basis of indentation fracture mechanics
was developed and verified experimentally [72, 73] just
prior to the seminal indentation-strength study of Si [26].
These three papers, published in the Journal of Materials
Science just over 25 years ago, established the experimen-
tal methods and performed one of the first applications of
the controlled-flaw testing philosophy to characterise a
material. The experimental techniques developed therein

will be used here as well and are depicted in Fig. 5: A sharp
probe is loaded onto a material surface, giving rise to a
hysteretic load-displacement trace over the contact cycle
that can be measured [13, 24], Fig. 5a, or, more usually,
of known peak load, giving rise to an indentation impres-
sion and cracks that can also be measured [26], Fig. 5b.
An indented sample is then loaded in flexure, and the
degradation of strength with indentation load measured
[26, 73–75], Fig. 5c, or, less commonly, crack extension
measured under applied stress [26, 73], Fig. 5d.

2.7. Fracture resistance of Si
It is clear that, as in most brittle materials, the strength
of Si is a composite quantity, i.e., it depends on both
a material-intrinsic, intensive property characterising the
material resistance to fracture and (as noted above) ex-
trinsic variables characterising both extensive and relative
dimensions of the component and the stress-concentrating
flaw. The earliest measurements of fracture resistance, us-
ing the well-defined double-cantilever beam geometry, of
Si {111} planes were 2γ = 2.48 J m−2 [6] and 2.50 ±
0.02 J m−2 [7]. These values are shown in a review of semi-
conductor fracture [77] to be consistent with both calcula-
tions, based on known bond-rupture energies, and experi-
mental scaling of fracture resistance with band-gap in ele-
mental and compound semiconductors. Subsequent mea-
surements, also using a “long-crack,” but mixed-mode
(I-III), double torsion geometry of ∼5.3 ± 0.3 J m−2

appear too large [78] (converting the reported tough-
ness value to fracture resistance using Equation 3 and
E[111] = 187 GPa), although the fracture resistance mea-
sured for Si {110}of 3.62 J m−2, also obtained using the
double torsion geometry [79], compares acceptably with
3.0 J m−2 predicted from the earliest measurements. Mea-
surements using “small-crack” strength and fractographic
methods similar to those described in the previous section
gave 2.28 ± 0.28 J m−2 for the fracture resistance of Si
{111} [80], which compares well with the earliest mea-
surements, but again, other measurements for Si {110}
were larger than predicted: 3.8 ± 0.4 J m−2 [80] and 5.3
± 0.8 J m−2 (converting the reported toughness value
[81] to fracture resistance using Equation 3 and E[110] =
169 GPa). (The Knoop indentation based fractographic
estimates above [66] were similarly larger: 3.6 J m−2 for
Si {111}, 4.8 J m−2 for Si {110} and 3.5 J m−2 for poly-
crystalline Si.)

While it can be argued that fractographic measure-
ments may systematically misestimate the flaw size at
failure and use the wrong mechanics, overestimating
fracture resistance, more recent measurements, using
small specimens prepared using MEMS techniques
show improbably large values for a different reason.
Values reported of 6–16 J m−2 [82] and ∼8 ± 2 J m−2

[83] for Si {110}, ∼18 ± 8 J m−2 [84] for Si{100}
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Figure 5 Schematic diagrams illustrating the mechanical variables, time scales, geometries and environments of the various testing techniques used here to
study sharp-contact mediated fracture strength of Si: (a) Displacement-controlled instrumented indentation testing (IIT); (b) Gravity-loaded (conventional)
indentation; (c) Strength testing of indented samples in moisture-free inert environment; (d) Crack propagation measurement in ambient air environment; (e)
Aging in reactive environment with subsequent inert-strength testing; and (f) Strength testing with constant applied stressing rate in reactive environment.

(converting reported toughness values) and 16–62 J m−2

for polycrystalline Si [85] reflect assumed sharp crack-tip
geometries that were not actually realised in the MEMS
test structures. Instead, just as with the MEMS [58–62]
and sub-threshold [74, 75] strength studies above, these
values reflect criteria for initiation of failure from very
small cracks at the roots of stress-concentrating notches
(a strength test), rather than the criterion for propagation
of the assumed cracks (a fracture resistance test); the
large experimental scatter probably reflects the variability
in local geometry of the small crack and the notch tip.
In fact, tests on large polycrystalline Si compact tension
specimens, with diamond-sawn notch tips of known 150
µm radii [86], exhibited apparent fracture resistance val-
ues of ∼17 ± 8 J m−2 and exhibited distributions in these

values similar to those observed in strength tests [64].
Values reported for a Si {110} MEMS fracture resistance
geometry above [82] exhibited a similar distribution.
However, measurements on MEMS polysilicon rods,
in which measured µm-scale cracks were deliberately
introduced by an offset indentation technique prior to
stressing, gave fracture resistance values of 4 ± 0.5 J m−2

(converting the reported toughness) [87], consistent
with the macroscopic measurements above. Tests on
un-cracked rods of the same material containing notches
with 1.1 µm radii exhibited strengths of 4.0 ± 0.6 GPa,
with clear fractographic evidence that the flaws at the
notch root responsible for failure were <0.3 µm in scale,
further confirming that many MEMS fracture resistance
measurements are better interpreted as strength tests.
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At high temperatures, above ∼700◦C, Si can exhibit
extremely large fracture resistance values, ∼80 J m−2, as
the material undergoes a brittle-ductile transition (BDT).
The fracture resistance observed depends on both temper-
ature and loading rate and is associated with the initiation
and limited propagation of dislocations from the crack
tip, leading to shielding of the crack and perhaps blunting
of the tip. The fracture resistance of the sample in these
cases is thus an apparent value, reflecting the kinetics of
the dislocation emission, glide and shielding processes in
the bulk of the material superposed on the intrinsic re-
sistance associated with bond rupture to form the crack
surface. Models of the toughening observed above the
BDT temperature assume that the cracks are sharp and
have fracture resistance values characterised by the intrin-
sic bond-rupture values discussed above. Observations of
crack tips in Si formed at room temperature exhibit no
dislocations and appear atomically sharp; dislocation ef-
fects do not affect fracture resistance at room temperature
(for a review of crack-tip dislocations and the BDT in Si
see [77]).

Overall then, it appears that the fracture resistance mea-
surements of Si first reported [6, 7] are the least ambigu-
ous from a testing geometry perspective (pure mode-I,
primary cleavage plane, known crack geometry) and in
best agreement with independent semiconductor bonding
information. Over the intervening 40+ years, alternative
test methods have tended to yield values larger than those
first measured or predicted. Ironically, the most recent
tests on samples prepared using advanced manufactur-
ing methods, while providing critical information on the
likely failure loads of MEMS components, are least able
to provide fracture resistance measurements of the con-
stituent materials.

2.8. Fracture of Si under reactive conditions
As might be anticipated for a material with predominantly
covalent, apolar bonds, Si is immune to non-equilibrium
slow crack growth (stress-corrosion cracking) in water and
other solvents. Such non-equilibrium cracking can occur
when specimens are loaded in reactive environments at
crack driving forces less than the fracture resistance, lead-
ing to delayed failure under sub-critical loads. Direct ob-
servations in Si show no such crack extension: The earliest
double cantilever beam fracture resistance measurements
[7] exhibited no crack growth prior to catastrophic failure
at instability (when the crack driving force exceeded the
fracture resistance) when held under static load in air or
N2 gas for more than several hours. Tests on specimens
containing indentation cracks held in air and water under
loads up to 99% of the critical level (as in Fig. 5d) exhib-
ited no crack extension [26, 88]. The pre-cracked MEMS
polycrystalline rods above [87], held under static loads
approaching the critical level in 90% relative humidity
air for 30 days exhibited no crack extension. Indirect tests

also imply no such extension: Beam specimens containing
indentation flaws held in water, acetone or aqueous solu-
tions of NaCl, HN4OH and HNO3 under load at 95% of the
critical level for two weeks exhibited no delayed failure
[89]. Displacement-controlled double-torsion specimens
containing long cracks exhibited no load relaxation or
acoustic emission associated with crack extension prior
to the critical displacement level [78]. Biaxially stressed
plates containing indentation flaws (as in Fig. 5f) exhib-
ited no dependence of the failure stress on stressing rate or
difference between air and water environments [90, 91].

Direct measurement of crack extension in a Si MEMS
double-cantilever beam specimen has been made in air
[94], but the erratic stop-start nature of the propagation
and the large range of crack velocities observed over the
small range of crack driving force levels at or close to
the fracture resistance suggests that these measurements
were of post-critical, not sub-critical, growth. Prior claims
of slow crack growth in Si come from indirect measure-
ments, in which compliance changes were used to infer
crack extension: it is probable that either another part of
the test rig was relaxing in the early double-torsion load-
relaxation experiments [93] or some material other than
Si was cracking prior to failure in the later MEMS can-
tilever beam fatigue experiments [94]. An overview and
fracture mechanics analysis of such fatigue experiments
[95] shows in fact that the competing effects of silicon
oxide growth and stress-corrosion cracking of the oxide
explain the time-dependent fracture effects observed at
the small length scales of MEMS elements.

Stress-corrosion cracking and delayed failure of silica
and other oxides in water and air, observed in the ear-
liest studies on glass fracture [29], are well explained
by a reaction between polar H2O molecules and the po-
lar Si–O–Si bonds, which become more polarised by the
large strains at a crack tip [96]. The reaction forms eas-
ily broken hydrogen-bond Si–OH···HO–Si pairs at the
crack tip, leaving the newly-formed fracture surface ter-
minated by Si–OH silanol groups in a lower energy state
(relative to unterminated Si– and Si–O– states obtained
in inert environments). Molecular orbital simulations [97]
using clusters of atoms suggest that Si–Si crack-tip bonds
do not become more polarised under strain and have lit-
tle reaction affinity with water molecules (and therefore
Si should not exhibit stress-corrosion cracking in water).
Hybrid quantum mechanical-molecular dynamics simu-
lations [98] using larger numbers of atoms in Si crystal
structures, do suggest, however, that there can be strain-
dependent charge transfer effects between H2O and Si,
leading to the formation of Si–O–Si crack tip structures
and Si–OH surface terminations (and therefore Si could
exhibit stress-corrosion cracking in water).

Regardless of the disagreement between the simula-
tions, the requirement of a polarised Si–Si crack-tip bond
for reaction and stress-corrosion cracking of Si in polar
solvents is common. Such polarised bonds do occur in
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Si during oxide removal, surface cleaning and stabilisa-
tion of wafers by aqueous HF etching [99–101]. Once
the surface oxide has been removed [101], but before the
surface is terminated with stable, low-energy Si–H pairs
[99], an intermediate step in such Si etching is the for-
mation of polarised “back bonds” [100] between surface
Si–F pairs and Si atoms in the underlying layer: Si(δ−)–
Si(δ+)F. Such bonds are susceptible to HF reaction and
thus stress-corrosion cracking of Si in HF solutions seems
possible: HF can dissolve the surface oxide, temporarily
terminating the Si surface with the polarised back bond
structure, before continued HF attack removes the surface
Si and terminates the underlying Si with H. This mecha-
nism does not require any strain-enhanced polarisation or
reactivity and actually removes material; the emphasis is
less on “stress” than “corrosion” cracking. Nevertheless,
growth of lateral cracks has been observed in indented Si
samples exposed to HF solutions [102], consistent with
this idea.

2.9. Fracture of Si under dynamic conditions
As a crystalline material exhibiting no dislocation motion
at room temperature and little reaction with normal envi-
ronmental species, Si has long been regarded as the ideal
brittle material from both experimental [6] and computa-
tional [103] viewpoints. The development of high-speed
data acquisition and computational systems, along with
well-tested interatomic potentials, has extended study be-
yond the static equilibrium of these earlier works to dy-
namic crack propagation at crack driving forces greater
than the equilibrium fracture resistance. Experiments on
{110} plates tested in tension to fracture {111} planes
[104], and {001} beams tested in bending to fracture
{110} planes [105], Fig. 4, show that cracks propagate
with velocities of ∼1–3.5 km s−1 at crack driving forces
of ∼2–17 J m−2. There is an apparent “velocity gap”
between 0 and ∼1 km s−1 for crack driving forces just
exceeding the fracture resistance, ∼2 J m−2, and at large
crack driving forces the velocities approach an apparent
upper limit of approximately 3/4 the Rayleigh wave speed,
vR ∼ 4.5 km s−1 in Si. Atomistic fracture simulations us-
ing a range of potentials and boundary conditions [106–
108] are in agreement with the experiments and show that
the additional energy flux to the crack tip region (above
the fracture resistance) during dynamic steady-state
propagation is dissipated in the production of character-
istic phonons. This process may be performed in reverse:
shock loading of Si with laser-generated surface acoustic
waves has been used to generate stress pulses leading to
surface fracture [109–110]. Tests on {111}, {110} and
{100} wafers generated 100 µm-scale cracks, following
the major cleavage planes and extending ∼10 µm into the
surface. The stresses reported for the formation of these
cracks were 0.8 and 1.6 GPa, consistent with the strength

values discussed above for wafers. Strong anisotropy was
observed in the crack formation relative to the direction
of propagation of the stress pulse, consistent with quasi-
static simulations [111] considering crack propagation
directional anisotropy on a cleavage plane. Such quasi-
static simulations have also been applied to fracture at
sharp notch tips in MEMS elements [112], illustrating the
considerable over-loading required to initiate a crack.

The simulations suggest that the fracture surfaces
formed under dynamic conditions are not atomically
smooth, i.e., they are not perfect cleavage planes. Ther-
mal fluctuations in the crack tip structure at large driving
forces destabilise the steady-state propagation, leading to
the formation of small branches in the crack front, dis-
locations and small, transient perturbations in the crack
plane [106–108], the latter observable by scanning force
microscopy [104]. Large, visible, features on the frac-
ture surfaces of Si crystals, presumably arising from the
growth of these small perturbations, have been known for
some time: Cleavage steps are formed by the linking of
parallel, but not coplanar, segments of a crack surface
[113, 114] and such deflections and steps can be delib-
erately induced by interactions between a dynamically
propagating crack and pre-existing dislocations inserted
by prior high temperature deformation [105, 115]. Mirror,
mist and hackle zones form sequentially as a crack propa-
gates by deflections of the crack plane at length scales
less than, approximately equal to, and larger than the
wavelength of light, respectively [69, 116, 117]. Crack
branching occurs after the hackle zone [69]. The sur-
face roughness formed in the mist and hackle zones in
Si can be quantified by a power-law dependency of the
increased surface area on the length scale used to measure
the area [69, 115]. The exponent can thus be interpreted
as a “fractal” dimension that does appear to correlate with
toughness. Although surface features are formed by dy-
namic fracture after the strength of a component has been
exceeded, they do reflect conditions at the point of in-
stability: fractography of cleavage steps and mirror-mist
and mist-hackle boundaries has been used as a method for
determining the failure location and possible loading con-
ditions of Si strength test specimens [51, 52, 54, 66–71,
80, 82, 87, 105, 116] and wafers and dice [118, 119].

This overview provides compelling evidence that the
fracture strength of Si is well understood qualitatively
over a wide range of length scales. The degradation in
the attainable strengths, from 10 GPa or more for MEMS
elements with etching flaws to 100 MPa or less for wafers
and dice with strength-limiting grinding or dicing flaws,
is consistent with manufacturing processes optimised for
characteristic scales of 1 µm to 300 mm, respectively.
However, detailed, quantitative formulations of strength
that provide clear linkages between the agents of flaw cre-
ation, the flaw scale and the resultant strength are absent.
This is particularly so in the small strength range pertain-
ing to wafers and dice, where the greatest Si manufactur-
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ing yield and reliability concerns exist. Explicit connec-
tions between sharp contact load and geometry, crack size
and strength for the commercially dominant (001)[110]
orientation—required for process design, quality control
and failure analysis—do not exist. Although the fracture
anisotropy of Si is well accepted, it is not known whether
this has any effect on the strengths of components con-
taining sharp contact flaws remnant from grinding and
dicing. The surface behavior of Si in HF solutions is well
understood, but it is not known whether these reactive
environments affect strengths by stress-corrosion crack-
ing mechanisms during etching and cleaning. The effects
of doping on dislocation mobility and diffusion in Si are
well studied and although it would appear unlikely, it is
not known whether doping affects fracture strengths. The
following sections address these issues in an extensive
experimental study based on controlled-flaw indentation
techniques developed previously [26]. As well as provid-
ing answers to practical questions associated with Si man-
ufacturing, parameters required to estimate fundamental
properties, such as toughness, are determined.

3. Experimental details
3.1. Materials
The primary test vehicles were (001) discs of single crys-
tal Si, 35 mm diameter × 3 mm thickness. The (001) faces,
perpendicular to the disc axis, were polished; a small (110)
flat was ground on the edge of the discs, parallel to the
axis, Fig. 6a. Three doping levels were used: heavily P-
doped n-type, electrical resistivity 5–15 m� cm; heavily
B-doped p-type, resistivity 5–15 m� cm; and undoped
intrinsic, resistivity > 20 � cm. The large, degenerate,
doping levels were chosen to allow the effects of doping
on fracture behavior to be examined. The samples were
tested as discs or cut by diamond saw into 6 mm wide
bars perpendicular to the (110) flat, Fig. 6a. Except for
the dimensions, this is the semiconductor-industry stan-
dard geometry with two, secondary, orthogonal {110}
cleavage planes perpendicular to the (001) surface and
four, primary {111} cleavage planes at 54.5◦ to the (001)
surface, intersecting along orthogonal <110> traces in
the (001) plane, Fig. 4b. Some samples were cut into bars
at 45◦ to the (110) flat, perpendicular to the (100) plane,
Fig. 6b.

The secondary test vehicles were (1̄ 10) discs of single
crystal Si, 100 mm diameter × 2.5 mm thickness. The
(1̄ 10) faces, perpendicular to the disc axis, were polished;
a small (111) flat was ground on the edge of the discs,
parallel to the axis. The discs were lightly P-doped n-
type with resistivity 5 � cm. This disc geometry has two,
primary {111} cleavage planes perpendicular to the (1̄ 10)
surface intersecting at 109◦ along in the (1̄ 10) surface, and
two additional {111} cleavage planes at 70.9◦ to the (1̄ 10)
surface intersecting along a <110> trace in the surface.

[110]
(001)

[100]

(001)

[111]
(110)
_

[110]

(110)
_

(a)

(b)

(c)

(d)

Figure 6 Schematic diagrams illustrating the wafer and flat geometry
and Vickers indentation alignments used here on Si. (a) The predominant
(001)[110] semiconductor processing and fracture geometry; indentation
onto the (001) plane with the diagonal aligned along the [110] direction,
allowing for easy (110) cleavage. (b) Pathological (001)[100] alignment,
leading to poor (100) cleavage; (c) The (1̄10)[111] alignment used in fun-
damental studies of the primary (111) cleavage; and (d) An alternative
(1̄10)[110] alignment, used to generate (110) and (100) cleavage. Dotted
lines indicate the orientation of bars cut from the wafers for uniaxial strength
testing.

The discs were cut into bars 6 mm wide, perpendicular to
the (111) flat, such that a tensile test would cleave the bar
along the primary cleavage plane, Fig. 6c.

The tertiary test vehicles were discs of polycrystalline
Si, 35 mm diameter × 3 mm thickness. The faces per-
pendicular to the disc axis were polished. The grain size
of the material varied from approximately 100 µm in the
central 5 mm of the disc to 2 mm at the disc periphery.

3.2. Indentation tests
The polished faces of the discs were indented with a Vick-
ers diamond pyramid in air using loads, P, in the range 0.1
to 300 N, generating controlled contact flaws consisting
of remnant plastic square contact impressions, half-penny
cracks and lateral cracks, Fig. 1. Indentations were per-
formed under two conditions. In the first, using a custom-
built instrument under displacement control in air [32], the
indentation load, P, and displacement, h, were monitored
during the load-unload contact cycle to generate the hys-
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teretic P-h response of the material as a function of peak
load in the range 5 to 80 N, Fig. 5a. Compliance of the
instrument and unclamped specimens was estimated by
comparison with calibrated responses on a similar instru-
ment [120, 121]. In the second, using dead-weight gravity
loading in air (Zwick 3212, Zwick USA, Kennesaw, GA;
Buehler 2103, Buehler Ltd, Lake Bluff, IL), Fig. 5b, the
size of the residual contact impression semi-diagonal a
and the lengths of surface traces of the half-penny cracks
c1 were measured after indentation as a function of peak
load 0.1 to 300 N. Indentions were made at various ori-
entations, designated by the indenting plane, followed by
the orientation of the indenter diagonal, (hkl)[uvw], such
that fracture plane of interest is (uvw), Fig. 6; the conven-
tional microelectronics orientation is (001)[110], Figs 1
and 6a, and the conventional dynamic fracture orienta-
tion is (1̄10)[111], Fig. 6c. The polycrystalline discs were
indented in the fine-grained center.

3.3. Inert strength tests
The maximum sustainable applied stress, or inert strength,
σ max, was measured for disc and bar specimens containing
indentation flaws in the load range 0.1 N to 300 N.

Indentations were placed in the center of the (001) discs
in either the (001)[110] or (001)[100] orientations. The
discs were then stressed in flat-on-three-ball biaxial flex-
ure with the indented face in tension, using a 32 mm
diameter for the outer circle of the three-ball support and
a 4 mm diameter for the inner flat. Loading to failure
occurred in 50 ms or less, with load monitored using a
piezoelectric load cell and peak load converted to the ap-
plied outer-fiber failure stress σ max using standard plate
theory [122], Fig. 5c. The applied stressing rate to failure
was approximately 5 GPa s−1. No difference in strength
was observed at this stressing rate for tests in air or for
tests in which the indentation was covered with silicone
oil (to further impede the diffusion of moisture to the crack
tip during testing). The tests were therefore regarded as
“inert” (at least for Si) and the majority of tests were
performed in air.

For bars cut from the (1̄ 10) discs, indentations were
placed in the center of the bar in the (1̄ 10)[111] ori-
entation. The bars were then stressed in four-point uni-
axial flexure with the indented face in tension, using a
30 mm outer span and a 7.5 mm inner span, using a stiff,
displacement-controlled loading frame. Loading to fail-
ure occurred in 10 s or less, with load monitored using a
conventional resistance load cell and peak load converted
to the applied outer-fiber failure stress σ max using standard
beam theory [122 ].

3.4. Crack propagation tests
The stable propagation of indentation cracks under the
influence of applied stress was measured in air using a

custom built instrument [123] similar to those used ear-
lier [26, 73]. Single indentation flaws were generated in
the centers of the (001)[110] and (001)[100] bar speci-
mens over the load range 2 N to 50 N, Figs 6a and b.
The bars were then stressed in four-point uniaxial flexure
with the indented face in tension, using a 30 mm outer
span and a 7.5 mm inner span, using a stiff, displacement-
controlled loading fixture mounted on an inverted opti-
cal microscope, Fig. 5d. The length c of the indentation
cracks perpendicular to the stressed direction was moni-
tored throughout the test, along with load—converted to
the applied outer-fiber stress σ a via standard beam theory.
Load was increased in small increments after crack mo-
tion had ceased at each load level, thereby generating the
stable σ a(c) trajectory for equilibrium indentation crack
propagation for Si in air.

3.5. Reactive strength tests
The failure stress, or reactive strength σ f , of disc speci-
mens containing indentation flaws was measured in two
ways.

In the first, the specimen was indented in air using a
fixed indentation load of 2 N, followed by applied stress-
ing to failure while exposing the indentation to either
distilled water (pH = 7) or to an aqueous solution of
NH4-buffered 0.1 M HF (BHF, pH = 4.5)[102], Fig. 5f.
Failure stress was measured over the applied stressing-
rate range of 5 × 10−3 MPa s−1 to 5 × 103 MPa s−1,
using the resistance load cell to monitor load for tests
longer than 10 s and the piezoelectric load cell for shorter
tests.

In the second test, the specimen was indented in air
as before and then immersed in either the water or BHF
for zero-stress-aging exposure times of 1 s to 24 h. The
specimen was then rinsed in water, hot-air dried, and an
inert strength test conducted, undergoing the sequence
in Figs 5b-e-c. In this way, the effects on flaws—and
consequent strengths—of exposure to reactive environ-
ment alone could be distinguished from the effects of
exposure+stress.

4. Results and analysis
4.1. Indentation deformation
The driving force for half-penny crack and lateral crack
initiation at a sharp contact impression is the residual
stress field deriving from the strain mismatch effects of
the localized plastically-deformed zone immediately be-
neath the contact impression imbedded in the surround-
ing elastically-strained matrix [25]. The elastic-plastic
nature of the sharp contact process was characterized
by load-displacement measurements during indentation.
Fig. 7 shows representative load-displacement measure-
ments for single crystal (001)[110] and polycrystalline in-
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Figure 7 Indentation load-displacement, P-h, behavior during Vickers in-
dentation of (001)[110] single crystal and polycrystalline Si.

dentations to a peak load of 80 N. The traces are hysteretic,
indicative of the combined effects of elastic+plastic de-
formation during loading and elastic recovery alone dur-
ing unloading (∼45% axial recovery is typical for Si [13,
121]). The traces are also somewhat erratic, indicating dis-
crete events taking place during the indentation contact—
likely the formation and slippage of shear faults—events
not usually observed at small loads using load-controlled
“nanoindenters” [13] or here at small loads. The peak con-
tact depth, hmax, increased with peak contact load, P, as
shown in Fig. 8. During loading of a geometrically-similar
indenter, load is quadratically related to displacement [10,
24], to give at peak load

hmax = fL P1/2 (6)

where fL is a function of the modulus and hardness of the
material and the geometry of the indenter. The hmax data
are consistent this relationship and with other observations
[120, 121] in the same load range and extrapolation into
the sub-µm nanoindentation range [13, 121]. Also con-
sistent with previous observations [13], and as suggested
by Fig. 7, there was no apparent difference between the
indentation load-displacement behavior of the three (001)
Si variants or the polycrystalline Si at any load.

The residual indentation geometry of Si, however, was
observed to be extremely load-dependent, as indicated in
the micrograph series of Fig. 9, which shows (001)[110]
indentations. Over the load range P = 0.5 N to 20 N, the
indentation pattern increased in size and changed from a
“classic” geometry of a square contact impression with
four half-penny surface crack traces colinear with the im-
pression diagonals emanating from the impression cor-
ners, Fig. 9a, to one dominated by the removal of surface
material by shallow lateral cracks emanating from the im-
pression edges, Fig. 9f. A similar transition in behavior
was observed over the same load range for (1̄ 10)[110]
indentations and on the polycrystalline material. No fea-
tures could be identified in the load-displacement traces
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Figure 8 Plots of Vickers indentation deformation and fracture parameters
for Si as a function of indentation load, P: maximum axial contact dis-
placement during indentation, hmax; residual transverse contact impression
dimension, a; post-indentation half-penny crack length, c1; and instability
crack length during stressing, cmin. Symbols for contact displacement repre-
sent individual measurements at each load. Symbols for contact impression
and post-indentation crack length data represent the means of measurements
on three-four indentations. Symbols for instability crack length represent
the means of measurements of four cracks. Standard deviation limits for the
last three cases are approximately the symbol size. The solid lines are best
fits consistent with constant hardness and toughness, Equations 7 and 12.

and associated with subsequent observations of fracture
damage, similar to observations on ceramic materials [32
, 120, 121]. However, it is suspected that the almost-zero
load, large displacement recoveries observed during the
final stages of unloading from large peak loads (e.g., the
p-type material in Fig. 7) were indicative of unloading of
extremely compliant lateral cracks [124].

Striking as the fracture damage in Fig. 9 is, the energy
dissipated during indentation contact goes primarily into
plastic deformation, which appears as a residual contact,
or “hardness,” impression. The mean supported contact
pressure or hardness H can be estimated from residual
contact impression dimensions by assuming that trans-
verse dimensions do not recover during unloading. For
Vickers indentations these are assumed to be the impres-
sion diagonals to give the projected contact area as 2a2,
where a is the contact impression semi-diagonal, such that
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Figure 9 Scanning electron micrographs of (001)[110] Vickers indentations in n-type Si, illustrating the increasing lateral cracking and chipping with
increasing indentation load, P: (a) 0.5 N; (b) 1 N; (c) 2 N; (d) 5 N; (e) 10 N; and (f) 20 N.

the hardness is H = P/2a2 and

a = (P/2H )1/2. (7)

Fig. 8 shows the impression dimension a as a function
of indentation load P over the load range 0.1 N to 10 N
(as shown in Fig. 9, larger loads generated residual con-

tact damage that did not allow unambiguous indentation
dimension measurements). In agreement with Equation 7,
the impression dimension data follow a P1/2 dependence
over the load range tested, as indicated by the best-fit lines
of slope 1

2 (in logarithmic coordinates). The hardness val-
ues characterizing this behavior are given in Table II and
show no significant difference in behavior between the Si
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T AB L E I I Vickers indentation contact properties of silicon

Indentation orientation,
(Plane) [Diagonal] Doping Hardness, H (GPa)

Half-Penny crack parameter,
P/c3/2

1 (MPa m1/2)
Total/contact
displacement ratio, β

Present work p-type 10.4 ± 0.9 11.5 ± 1.0 1.29 ± 0.16
{001}<110> n-type 10.4 ± 0.6 11.7 ± 0.8 1.16 ± 0.11

Intrinsic 10.1 ± 1.2 11.3 ± 1.0 1.21 ± 0.06
polycrystalline – 10.5 ± 1.5 13.1 ± 1.5 1.22 ± 0.04
{001}<100> n-type – ∼27
{110}<111> p-type 10.1 ± 0.8 13.6 ± 2.7
{110}<110> p-type 9.4 ± 0.7 9.5 ± 0.9
{110}<100> p-type 9.4 ± 0.7 16.7 ± 2.2

Lawn et al. [26]
{111}<random> Unknown 9.0 12.5 ± 1.8

Tsai and Mecholsky [116]
{001}<110> Unknown 10.8 ± 2.2

Ebrahimi and Kalwani [125]
{001}<110> Unknown 13.3 ± 1.2 11.5 ± 0.8
{001}<100> 13.6 ± 1.1 ∼20
{110}<111> 12.4 ± 0.8 13.0 ± 0.9
{110}<110> 11.2 ± 0.7 8.9 ± 0.7
{110}<100> 12.3 ± 1.0 15.2 ± 1.3
{111}<110> 10.0 ± 0.8 11.6 ± 1.0

Fancher et al. [126]
polycrystalline Intrinsic 9.6 ± 1.8 11.7
Swadener and Nastasi [127]
{001}<110> p-type 13.5 ± 0.5 12.4 ± 1.6

n-type (P) 13.5 ± 0.5 13.4 ± 1.8
n-type (Sb) 13.5 ± 0.5 13.3 ± 1.8

variants. The values reported here (∼10 GPa) are in the
middle of the range reported or determined from other
observations (9–13.5 GPa) [26, 116, 125–127] using the
same indentation load range. Inspection of Table II shows
that there is no effect of doping on Si hardness, but that
a possible but small trend H(001) > H(110) > H(111) could
exist.

An estimate of the indentation recovery external to the
contact impression may be made from the displacement
ratio β = hmax/hc [32, 120], where hc is the contacted
depth at peak load given by

hc = a cot φ (8)

and 2φ = 146◦ is the included edge angle of the (Vickers)
indenter. Using the data in Fig. 8 and Equations 7 and
8, the depth recovery ratio over the load range P = 5 N
to 80 N was estimated as β ∼ 1.22 for the three (001)
and polycrystalline materials, Table II. This suggests that
exterior recovery, β−1, was about half of the total re-
covery observed during indentation; the remainder must
have occurred interior to the contact impression. This β

value for Si is intermediate to that of soda-lime glass
(∼1.1) and sapphire (∼1.8) [120 ], suggesting that β in-
creases with material E/H ratio and that Si should exhibit
a large “residual” stress field associated with the elastic-
plastic mismatch between the deformation zone and the
surrounding matrix [25, 32].

4.2. Indentation fracture
The partial recovery, 1 ≤ β ≤ 2, of the contact impres-
sion is an indication of the residual stress field surrounding
the contact impression after indenter removal. Half-penny
and lateral crack development at indentations—although
influenced by the recovered elastic contact field—is dom-
inated by this residual field [25, 32, 72, 73, 124]. For
well-developed cracks (operationally, about a factor of
two larger than the contact impression) the residual field
is well modeled by outward, point-force loading at the
impression center, with compensation for free-surface ef-
fects. The residual stress-intensity factor, Kr, driving the
half-penny cracks is then given by [25]

Kr = χ P/c3/2 (9)

where the dimensionless amplitude χ is given by

χ = ξ (E/H )1/2 (10)

and the elastic-plastic nature of the contact is reflected in
the E/H term and ξ characterizes the geometry of the
impression-crack system. The geometry factor ξ takes a
maximum value of ξ 0 in the absence of any mechanisms
that either relax the residual stress field or geometrically
interfere with the propagation of the half-penny cracks.
Critically for Si, lateral cracks provide such a mechanism
[26, 124, 128–131], decoupling the plastic deformation
zone from the matrix and truncating the surface traces of
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the half-penny cracks (Fig. 9), thereby reducing χ from
its maximum value of χ0, particularly during the latter
stages of unloading at large indentation loads [32].

The residual stress-intensity factor characterizes a sta-
bilizing crack propagation field, leading to stable equi-
librium lengths for the half-penny cracks defined by the
equilibrium criterion of

Kr = T, (11)

where T is the material toughness. Under “ideal” condi-
tions, in which the residual stress field is unrelaxed and
the environment is inert, the stable equilibrium half-penny
crack length is given by

c0 = (χo P/T0)2/3 , (12a)

where T0 is the maximum value of the toughness ap-
propriate to an inert, unreactive environment. The stable
equilibrium crack length in a reactive (moist) air environ-
ment is then given by

c1 = (χ0 P/Tair)
2/3 ≥ c0, (12b)

where Tair = T0 is the reduced value of the toughness
appropriate to air (this is not expected to be a large effect
in Si), which is further modified by the effects of residual
field reduction to

c2 = (χ P/Tair)
2/3 ≤ c1, (12c)

where χ ≤ χ0 is the reduced value of the amplitude
term in the presence of lateral cracks (this is expected
to be a large effect in Si). Usually the relationship
c0 ≤ c2 ≤ c1 is observed and that as lateral crack-
ing occurs during unloading, after the attainment of the
full half-penny crack length, the half-penny cracks stay
metastably trapped K(c1) > T at the longer length of c1,
and this is the crack length that is observed. (Neverthe-
less, it is the fictitious initial crack length c2 that de-
termines behavior during crack propagation in reactive
environments.) Analogously, there is yet another ficti-
tious initial crack length that determines behavior in inert
environments,

c3 = (χ P/T0)2/3 ≤ c2, (12d)

and hence inert strengths.
Fig. 8 shows the half-penny surface trace dimen-

sion c1 as a function of indentation load P over
the load range 0.1 N to 50 N. In agreement with
Equation 12b, the crack-length data follow a P2/3 depen-
dence over the load range tested, as indicated by the best-
fit lines of slope 2/3. The P/c3/2

1 values characterizing
this behavior are given in Table II and show no significant

difference in behavior between the three doping levels
for (001)[110] indentations and quantitative consistency
with some [116, 125], but not all [127] previous observa-
tions. The latter study also claimed an effect of doping,
but others [132], in agreement with the data here do not.
Also consistent with previous observations was a strong
indentation anisotropy in the (001) plane [125]. This is
illustrated in Fig. 10, which shows the change in residual
damage as the indentation is rotated from (001)[110] to
(001)[100], Fig. 6a, b; the traces of the half-penny cracks
decreased in length and exhibited curvature and deflec-
tions back towards the 〈110〉 traces, lateral cracking and
chipping become more prevalent, obscuring or remov-
ing both the contact impression and any half-penny crack
traces, to leave only an impact crater with very short half-
penny cracks and thus very large P/c3/2

1 values. A more
clearly measurable indentation anisotropy was observed
in the (110) plane, as illustrated in Fig. 11, which shows
the change in residual damage as the indentation is ro-
tated from (1̄ 10)[111] to (1̄ 10)[110], Fig. 6c, d; lateral
cracking and chipping became somewhat more prevalent
at intermediate orientations. However, the greatest effect
was that the cracks with 〈112〉 traces in the starting orien-
tation exhibited intermediate lengths to those with shorter
[001] and longer [110] traces in the final orientation. This
effect, and the longer crack lengths (larger P/c3/2

1 values)
for (001)[110] cracks relative to (1̄ 10)[111] cracks has
also been observed previously [125 ]. Overall, however,
indentation anisotropy of Si is fairly weak and a P/c3/2

1
value of 11–12 MPa m1/2 appears typical for most surface
and indenter orientations.

The slope-2/3 trend observed in Fig. 8 for the half-
penny crack lengths suggests an invariant value of χ0

[Equation 12b, as the cleavage toughness Tair is invariant]
at the point in the indentation cycle at which the half-
penny crack lengths were established—at least over the
indentation load range examined. The strong increase in
the visible lateral cracking and chipping in Figs 9 and 10
suggests that the reduction to χ on lateral crack initiation
and growth subsequent to half-penny formation should
thus be strongly load or orientation dependent. However,
careful optical microscope observations of (001)[110] in-
dentations revealed that there was visible surface uplift
associated with lateral cracks in all four indentation quad-
rants over the complete indentation load range and that
the increase in indentation load from 0.1 N to 300 N sim-
ply increased the number of quadrants in which material
was removed. Previous studies of lateral crack influences
on indentation half-penny and radial crack lengths [129,
130] have shown that the formation of lateral cracks is
much more important than subsequent removal of ma-
terial in reducing the residual field intensity. Hence, as
lateral cracks were observed over the entire load range
here, only a small variation in the post-indentation value
of χ with load is expected (changes in orientation alter the
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Figure 10 Scanning electron micrographs of 2 N Vickers indentations in p-type Si, illustrating the increasing lateral cracking and chipping with increasing
misorientation from the (001)[110] geometry shown in (a): (b) 15◦ misorientation; (c) 30◦ misorientation; and (d) 45◦ misorientation, (001)[100].

fundamental indentation geometry and could have much
greater effects).

4.3. Inert strength
A globally-applied uniform stress σ a acting on a semi-
circular crack of radius c imposes a stress-intensity factor
of

Ka = ψσac1/2, (13)

where ψ is a dimensionless (amplitude) geometry term.
Ka(c) is a destabilizing field as dKa/dc>0 and there-
fore acts to propagate a crack away from an equi-
librium position, as opposed to the stabilizing na-
ture of the Kr(c)field, for which dKr/dc<0. When
superposed on the residual stress-intensity factor of
the indentation contact field, the equilibrium condition
becomes

K = Ka + Kr = T (14)

where K is the net stress-intensity factor. Under in-
ert conditions, T = T0, and the onset of instabil-
ity (and thus dynamic fracture) for an indentation
crack is specified by the simultaneous solution of the
equilibrium condition of Equation 14 and the global
destabilizing condition of dK/dc ≥ 0. The crack
length and applied stress at the instability point are
[73]

cmax =
(

4χ P

T0

)2/3

= 42/3c3
∼= 2.52c3 (15a)

σmax = 3T0

4ψc1/2
max

= 3T 4/3
0

44/3ψχ1/3 P1/3
(15b)

where the subscript “max” indicates that this is the maxi-
mum sustainable stress—or inert strength—of a material
containing an indentation flaw. A key feature of this for-
mulation is that the initial crack length does not appear
explicitly in the expression for the inert strength, Equa-
tion 15b. Provided the condition c1 ≤ cmax is met, the
inert strength is invariant with respect to the initial crack
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Figure 11 Optical micrographs of 2 N Vickers indentations in p-type Si, illustrating the intermediate increase in lateral cracking and chipping on increasing
misorientation from the (1̄ 10)[111] geometry shown in (a): (b) ∼10◦ misorientation; (c) ∼20◦ misorientation; and (d) ∼35◦ misorientation, (1̄ 10)[110].

length. Consistent with this invariance is that it is the re-
duced value of χ active during application of the stress
that appears, not the peak value χ0, active during crack
formation. The reduction in χ due to decreased constraint
on the plastic deformation zone by increased lateral crack-
ing at large indentation loads is described by [128, 131]

χ = χ0/(1 + P/PL), (16)

where PL is an empirically-determined characteristic load.
Combining Equations 15 and 16 shows that PL divides
the strength behavior into the ideal, indentation load-
controlled asymptote,

σ P
max = 3T 4/3

0

44/3ψχ
1/3
0 P1/3

, P 
 PL (17a)

and the invariant, lateral crack-controlled asymptote,

σ L
max = 3T 4/3

0

44/3ψχ
1/3
0 P1/3

L

, P � PL. (17b)

A convenient general expression for inert strength as a
function of indentation load is then

σmax = σ L
max (1 + PL/P)1/3 (18)

Fig. 12 shows the inert strength σ max as a function of in-
dentation load P over the range 0.1–300 N. The solid lines
are best fits of Equation 18 to the data and dashed lines
represent the asymptotes of Equation 17. The strength
data are well described by a decrease in χ associated with
lateral cracking at large indentation loads; the measured
strengths at the largest loads for the (001) Si variants
are about a factor of two greater than the values extrap-
olated from the small load ideal variation asymptotes.
The values of PL, σ L

max and σ L
max P1/3

L characterising the
fits are given in Table III, along with some values in-
ferred from previous observations [16, 74, 75, 116]; a
composite plot of the responses over the range of the
measurements is shown in Fig. 13. Consistent with the
crack length measurements, no significant difference in
strength behavior of the (001)[110] variants as a func-
tion of doping was observed. Furthermore, the parameter
σ L

max P1/3
L = σ P

max P1/3, characterising the small inden-
tation load strength and proportional to the toughness
(Equation 17) was not significantly different for any of
the materials, falling at the low end of the 120–160 MPa
N1/3 range observed previously. Also consistent with the
crack length measurements was the small variation in χ

over most of the indentation load range: PL values char-
acterising the onset of deviation from the ideal strength
response were large relative to the range used for the
crack length measurements, particularly so for the poly-
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T AB L E I I I Vickers indentation fracture strength properties of silicon

Indentation orientation,
(Plane) [Diagonal] Doping

Characteristic indentation load,
PL (N)

Characteristic strength,
σL

max (MPa)
Indentation strength parameter,
σL

max P1/3
L (MPa N1/3)

Present work p-type 19.0 ± 2.7 47.1 ± 4.0 125.7 ± 3.1
(001)[110] n-type 20.1 ± 5.2 48.8 ± 7.6 132.7 ± 5.8

Intrinsic 29.8 ± 7.8 43.2 ± 6.8 134.1 ± 5.5
polycrystalline 77.8 ± 22.9 29.5 ± 5.1 125.8 ± 4.3

(1̄ 10)[111] p-type 100.5 ± 36.8 31.8 ± 6.8 147.8 ± 6.0
Lawn et al.[26]
{111}<random> Unknown ∼130 ± 13

Tsai and Mecholsky [116]
(001)[110] Unknown 162 ± 38

Pajares et al. [74]
{100}<010> Unknown ∼140 ± 20 (B)

Jung et al. [75]
{111}<random> Unknown ∼120 ± 15 (B)

B: Berkovich indenter (three-sided, same equivalent-cone included angle as four-sided Vickers).

crystalline and (1̄ 10)[111] materials. Close examination
of the large load region for all materials shows that the
fits tend to overestimate the data. This suggests that at the
largest loads, the reduction in χ and consequent reduction
in cmax (Equation 17a) voids the condition c1 ≤ cmax re-
quired for precursor stable extension of the crack prior to
failure, thus decreasing the strength from the maximum
attainable value [26, 128] .

4.4. Crack propagation
Using Equations 9 and 13 in Equation 14 and inverting
yields an equilibrium σa(c) response:

σa = 1

ψc1/2

(
T − χ P

c3/2

)
(19)

Under inert conditions (T = T0), this function has two zero
minima: one at c = c3 and one asymptote at c → ∞. Be-
tween these two minima lies a maximum (also obtainable
by solving another statement of the instability condition,
dσa/dc = 0) at cmax, σ max (Equation 15). An analogous
calculation under reactive equilibrium conditions in air (T
= Tair) yields

cmin =
(

4χ P

Tair

)2/3

= 42/3c2
∼= 2.52c2 (20a)

σmin = 3Tair

4ψc1/2
min

= 3T 4/3
air

44/3ψχ1/3 P1/3
(20b)

where the subscript “min” indicates that this is the mini-
mum sustainable stress—or reactive strength—of a mate-
rial containing such a flaw. σ max and σ min are not expected
to be too different, if at all, in Si The crack lengths at equi-
librium instability under the action of applied stress are

related to the zero-stress, initial crack length by

cmin = 42/3 (χ/χ0)2/3 c1 (21a)

and

cmax = 42/3(Tair/T0)2/3(χ/χ0)2/3c1. (21b)

These relations are important as they dictate the degree
of metastable trapping of cracks at longer lengths relative
to ideal σa(c) trajectories, due to lateral-crack mediated
late- or post-indentation cycle χ reduction (Equation 21a)
and environment-controlled post-indentation T increase
(Equation 21b).

The behavior of the σa(c) function, showing the effects
of environment on the stable, metastable and unstable
points is perhaps best studied by normalizing the applied
stress, crack length and toughness by

S = σa

σmin

C = c

cmin
(22)

T = T

Tair

to yield Equation 19 as

S = 4

3C1/2

(
T − 1

4C3/2

)
, (23)

which for T = 1 has zeroes at C2 = 4−2/3 and C → ∞
and a maximum at C = 1, S = 1 as shown in Fig. 14.
(Although the system is under load control and thus stress
is the independent variable in Equation 23, S is usually
plotted on the ordinate in keeping with the convention that
the extensive variable C be plotted on the abscissa.)
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Figure 12 Plots of inert strength, σmax, as a function of indentation load,
P, for Si. The symbols represent the means and standard deviation limits of
at least five strength tests at each load; the (001)[110] and polycrystalline
materials were biaxially stressed, the

(
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)
[111] material was uniaxially

stressed. The solid lines are best fits consistent with lateral crack-mediated
diminution of the residual contact field with increasing indentation load,
Equation 18; the dashed lines are the small and large load asymptotic
responses, Equation 17.
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Figure 13 Composite plot of the inert strength responses of Si, allowing
comparison of indentation orientation and fracture plane, (001)[110] vs
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Figure 14 Plots of ideal equilibrium applied stress-crack length, S-C,
trajectories—dashed lines, normalised coordinates—for indentation frac-
ture in inert and reactive environments, from Equation 23. Post-indentation
half-penny cracks in Si are metastably trapped at a crack length C1, larger
than either the reactive (C2) or inert (C3) zero-stress equilibrium lengths,
leading to the truncated trajectories indicated by the solid lines.

The stable precursor extension of the indentation crack
prior to failure is obvious in Fig. 14: Under ideal re-
active conditions, the as-indented system begins at (C,
S) = (4−2/3, 0) and as the stress is increased moves
along the stable branch of the S(C) equilibrium trajec-
tory, where dS/dC > 0, to eventually reach instability
at (1, 1) where dS/dC = 0 —the unstable branch, where
dS/dC < 0, is not accessible—and failure proceeds along
a horizontal trajectory of S = 1, C → ∞. Under realis-
tic (i.e., “non-ideal”) reactive conditions, in which the
failure process ensues from a metastable crack length of
(C1 ≥ C2 = 4−2/3), the system begins at (C1, 0) and as the
stress is increased the system remains at the metastable
crack length C1 and proceeds along a vertical trajectory
until the reactive equilibrium trajectory is reached whereat
failure occurs as before. However, provided the condition
C1 ≤ 1 is met, the failure conditions, and hence the reac-
tive strength remain the same (i.e., the initial crack length
does not matter).

Under inert conditions, T = T0 > 1 and failure occurs
at (Cmax, Smax) = (T −2/3

0 , T 4/3
0 ). Provided the condition

C1 ≤ T −2/3
0 is met, failure under inert conditions proceeds

as for non-ideal reactive conditions; the system begins
at (C1, 0) and proceeds with a vertical trajectory as the
stress is increased until the inert equilibrium trajectory
is reached whereat stable extension along this trajectory
occurs until instability and failure at (Cmax, Smax). The
full trajectories for ideal reactive, realistic reactive and
inert failure are shown in Fig. 14 (using for clarity an
exaggerated value of T0 = 1.5), highlighting the truncated
precursor extension under reduced χ conditions.
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Fig. 15 shows representative experimental observations
of applied stress-crack length σ a(c) trajectories measured
under reactive (air) equilibrium conditions for (001)[110],
(001)[100] and polycrystalline indentation samples over
the indentation load range 2 N to 50 N. In nearly ev-
ery (001)[110] and polycrystalline case, stable precursor
extension of a crack from c1 was observed prior to fail-
ure at (cmin, σ min), consistent with the representation in
Fig. 14 of the effects of a reduced χ value: initial load-
ing to a substantial fraction of the failure stress with very
little crack extension, followed by extension with rela-
tive magnitudes significantly reduced from the ideal value
of 2.52, varying from 2 down to 1 at larger loads, with
an average cmin/c1=1.5. (This behavior is comparable to
that observed previously on {111} specimens [26].) The
observations were marked by erratic—almost stick-slip
like—crack advance, in which the surface traces of the
cracks would remain stationary during many stress in-
crements followed by a large amount of crack extension
on one stress increment. This behavior would often not
be well correlated between cracks either side of the in-
dentation, suggesting a local rather than a global cause.
Previous work on polycrystalline oxides has suggested
that such observations are related to the variable forma-
tion and rupture of grain-localized interfacial frictional
tractions behind the crack tip [130, 131]. Such tractions
form when either (a) predominantly intergranular or (b)
cleavage dominated transgranular fracture enforce local-
ized sections of the crack path to jog under mixed-mode
loading and thence separate with considerable frictional
resistance to shear. Some combination of (a) and (b) might
account for the observations of the crack extension in the
polycrystalline Si. Only (b) is possible for the single crys-
tal materials, with the jogs being (perhaps) formed by
local tilts (mode-II) or twists (mode-III) of the crack front
on to the alternative secondary (1̄ 10) cleavage plane (par-
allel to the applied stress, perpendicular to the principal
crack plane) or one of the primary {111} cleavage planes
(inclined to both the applied stress and the principal crack
plane).

The σ a(c) trajectories for the (001)[100] indenta-
tion specimens were consistent with the observations of
greatly enhanced lateral cracking in this orientation (lead-
ing to extreme decreases in χ) and the enforced propaga-
tion of cracks on the (100) cleavage plane (increased T).
Very little precursor crack extension was observed before
failure in all cases, varying from 1.7 to 1 at all loads,
with an average cmin/c1=1.2. Many of the cracks in this
orientation probably began with the condition c1 > cmin,
such the cracks remained metastably trapped throughout
the loading process before spontaneous failure at a stress
level < σ min to the right of the maximum in Fig. 14. The
inert strength data of Fig. 12 suggest that enhanced lat-
eral cracking in the (001)[110] orientation at very large
indentation loads lead to the condition c1 > cmax, such the
cracks remained similarly metastably trapped throughout
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Figure 15 Representative equilibrium applied stress-indentation crack
length, σ a-c, trajectories for Si in air: n-type (001)[110], n-type (001)[100]
and polycrystalline. Each line represents the response of a single crack under
uniaxial stress at the indentation load indicated.

the inert stressing process before spontaneous failure at a
stress level < σ max, and thus below the best-fit solution.

Fig. 16 compares the [110] biaxial inert strength results
of Fig. 12 (solid lines) with the [110] and [100] uniax-
ial reactive strength results from all the materials along
with some [100] biaxial inert strength results (symbols);
all surfaces are (001), see Figs 6a and b. In all cases,
for a given geometry and test environment, the [100] in-
dentation strengths were greater than the [110] strengths,
although the difference was far less pronounced under bi-
axial conditions than under uniaxial conditions, suggest-
ing there was a degree of frustration for crack propagation
under uniaxial loading. Under biaxial loading, the most
potent element of the indentation flaw is free to couple
to the stress field in any orientation; this is not so under
uniaxial loading, leading to an enforced decrease in ψ

for uniaxially-stressed [100] indentations compared with
those stressed biaxially. This effect should be minimal
for [110] indentations aligned along cleavage planes as
there is always a well-defined crack able to couple to
the stress field. However, in all cases, the [110] uniax-
ial strengths measured in air were depressed about 20%
relative to the [110] biaxial inert strengths, raising the pos-
sibility that there is an effect of atmospheric moisture on
the fracture surface energy and observable fracture prop-
erties of Si. The case for a reactive environmental effect
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Figure 16 Composite plots of the indentation-strength responses of Si,
allowing comparison of indentation orientation, (001)[110] vs (001)[100],
and stressing geometry, uniaxial vs biaxial flexure. The solid lines are the
<110> biaxial inert best fits from Fig. 12, plotted over the range of experi-
mental observations. The symbols represent individual measurements. The
uniaxial measurements were performed in ambient air.

would be strengthened if the [100] and polycrystalline
uniaxial and biaxial strengths had not exhibited the op-
posite trend, although these data were certainly affected
by the frustration effects of uniaxial loading. However, no
“slow” crack growth was observed in the crack propaga-
tion measurements—including the well-known extended
holds at 99% of the failure stress—suggesting that if there
was an environmental effect it was extremely rapid.

4.5. Reactive strength
Fig. 17 shows the strength, σ f , of Si measured under reac-
tive conditions of (liquid) water and aqueous buffered HF
(BHF) solution as a function of applied stressing rate, σ̇a.
The strengths measured in water exhibited no significant
variation over a factor of 106 in stressing rate. This invari-
ance has been observed previously [90, 91], but is here
extended a factor of 100 in stressing rate to failure times
of ∼50 ms. Such invariance is typically regarded as a lack
of susceptibility of a brittle material to environmentally-
enhanced non-equilibrium crack extension. Conversely,
a decrease in strength with decreasing stressing rate in-
dicates a susceptibility to non-equilibrium crack growth
with kinetics comparable to those of the experiment [134].
This decrease, however, is bounded thermodynamically
by the inert strength limit at large stressing rates (the
“Griffith” strength) and by the reactive strength limit at
small stressing rates (the “Orowan” strength) [134].The
important point here is that in all cases the invariant water
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Figure 17 Plots of reactive strength, σ f , as a function of (constant) applied
stressing rate σ̇a for Si containing 2 N Vickers indentation flaws in water
(open symbols) and buffered HF solution (BHF, solid symbols). The sym-
bols represent means and limits for at least three-four strength tests at each
rate. The open boxes on the left of the plots represent the appropriate inert
strength limits.

response was lower in strength than the inert response,
indicated on the right of the plots by the open boxes. It
is possible then that the invariant water response was at
the reactive Orowan limit, suppressed relative to the inert
Griffith response by about 20%, and that a kinetically-
limited strength variation between the two exists at stress-
ing rates even greater than those used here.

BHF is known to react with Si to form low energy
Si–H terminated surfaces, and hence could be expected
to exhibit the familiar decrease in reactive strength with
decreasing stressing rate. However, as shown in Fig. 17,
reactive strengths measured in BHF exhibited increases
in strength with decreasing stressing rate, particularly for
failure times greater than ∼1000 s, and exhibited greater
scatter than those measured in water. The key to this ap-
parently anomalous behavior is that BHF is a corrodant
of Si: it reacts with Si surface moieties to actually remove
material [100], raising the possibility of indentation- and
crack-geometry changes. Fig. 18 shows results testing the
idea that it was corrosion rather than stress-corrosion that
dominated the strengthening behavior in BHF. The reac-
tive strength data of Fig. 17 are re-plotted in Fig. 18 as a
function of time of exposure to the reactive environment
(the failure time, σf/σ̇a) as connected symbols; the inert
strength bounds are indicated by horizontal lines. Indi-
vidual symbols represent the inert strengths of samples
measured after zero-stress aging at the exposure times in-
dicated. In all cases, exposure to the BHF environment for
a given time caused exactly the same strength increase,
with or without the application of stress or the presence
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Figure 18 Plots of strength, σ , for Si containing 2 N Vickers indentation
flaws as a function of exposure time, t, in water and buffered HF solutions.
The open circles and solid squares are the means of constant stressing
rate reactive strength tests in water and BHF, respectively, converted from
the data of Fig. 17. The upward and downward triangles are individual
measurements of inert strength, following zero-stress aging in water and
BHF, respectively.

of the environment during failure. Control samples aged
in water exhibited inert strengths consistent with those
of un-aged samples (if somewhat smaller, suggesting that
perhaps not all the water was removed in the air-drying
process).

Fig. 19 is a series of micrographs supporting the idea
that the strengthening on BHF exposure was caused by
corrosion process—but not of the strength-controlling
half-penny cracks. Comparison of the (a) as-indented and
(b) 2 h exposure surface in Fig. 19 shows that exposure
lead to the formation and removal of a lateral crack chip
adjacent to the contact impression, the delineation of
shear faults and removal of material within the contact
zone (bright regions on the scanning electron micrograph
indicate loose, “charging” material) and closure of the
half-penny surface crack traces. These trends were contin-
ued in the 18 h exposure, as shown in Fig. 19c. Similar to
a previous study in which lateral crack extension on BHF
exposure was monitored by optical microscopy [102],
none of the changes above were observed on indentations
exposed to water. The observations suggest that BHF
exposure lead to strengthening of the indented samples
by removing the constraint on the plastic deformation
zone by lateral crack formation and, especially, by direct
removal of the zone through etching, thus reducing the
residual stress-intensity factor amplitude χ . The enlarged
view of Fig. 19c in Fig. 20 shows that half-penny cracks
are still present but closed and that the remaining material
in the contact zone has little integrity.

Figure 19 Scanning electron micrographs of a 2 N Vickers (001)[110]
indentation in p-type Si showing the appearance of lateral cracks, the etching
of the contact impression and the closure of the half-penny cracks during
zero-stress aging in buffered HF solution: (a) as-indented; (b) 2 h exposure;
and (c) 18 h exposure..
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Figure 20 An enlarged view of the contact impression from Fig. 19c, showing etched shear faults and closed half-penny crack traces after 18 h exposure
to buffered HF solution.

As discussed above, wafer and die strength can
be increased by etching surfaces containing strength-
controlling sharp contact flaws remnant from the slicing
or back-side grinding process [37, 38, 41]. The BHF aging
study above suggests that such strengthening derives from
a (somewhat variable) reduction in a component of the
crack driving force, rather than a “blunting” of the crack
tip and a fundamental change in the nature of the flaw. A
previous study on soda-lime glass, in which half-penny
and lateral crack lengths and inert strengths all increased
to plateau values on water aging came to the same con-
clusion [135]: strengthening was caused by a reduction in
χ (due to lateral crack growth) and not by any change in
crack tip geometry. This is not to say that other, stronger,
etching media could not have other effects. In fact, ob-
servations of indentations in Si aged in Cr2O3-based Sirtl
etches reveal removal of the plastic deformation zone and
adjacent material and significant widening and blunting
of the half-penny crack surface traces [136]. Optical inter-
ferometric measurements of grinding scratches in Si ex-
posed to plasma etching reveal the formation of U-shaped
grooves that were associated with die strengthening [43].

4.6. Fragmentation
Finally, we turn our attention to the fragmentation phe-
nomenon that occurs when the strength of a Si compo-
nent is exceeded; one of the most easily visible, and
sometimes alarming, reminders of the brittleness of Si.
It has been known since the earliest studies of frac-
ture, and fracture of Si, that stronger components break
into many more pieces—they fragment—compared with
weaker components—which may simply break in two.

Examples of this are given in Figs 21 and 22 which show
increasing levels of fragmentation with increasing inert
strength of indented (001)[110] single crystal and poly-
crystalline Si disk samples. The energy balance of this is
simple: the elastic strain energy stored in the sample at
failure is converted into surface energy and kinetic energy
in the early, adiabatic, stages of dynamic fracture after
failure,

σ 2
f

2E
V → 2γ A + UK . (24)

This conversion is maintained as the failure strength,
σ f , is increased by increases in the cracked sur-
face area/component volume, A/V, i.e., more frag-
ments are formed. (The kinetic energy, UK, deposited
in the velocity of the fragments, tends to increase
as well; hence the sometimes alarming nature of the
process.)

The mechanism of crack bifurcation required for
fragmentation is less easily specified, although it is well
known that at large crack velocities (∼0.4 vR) crack-tip
stress fields are distorted so as to have lobes of maximum
tension at an angle to the propagation direction [137].
Experimentally, critical crack driving forces are associ-
ated with branching (and with mist and hackle formation)
[116]. The atomic-scale dynamic fracture simulations
show that that the geometry of a rapidly moving crack tip
is far from stable [106–108], with branch-like instabilities
occurring at extremely large crack velocities and hence
driving forces (to leave a rough fracture surface). Such
instabilities are likely the initiating points for bifurcation
of the crack into two fronts that initially propagate
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Figure 21 Optical micrographs of the quadrilateral fragmentation patterns formed after failure in biaxial flexure of single crystal p-type Si disks containing
(001)[110] indentation flaws (disk diameter 35 mm). The number of fragments and failure stress increase from top left to bottom right as shown in Fig. 23,
from 2 fragments, 54.3 MPa to 9 fragments, > 215 MPa (stress at center, failure not from indentation but about 30% towards outer edge).
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Figure 22 Optical micrographs of the circular sector fragmentation patterns formed after failure in biaxial flexure of polycrystalline Si disks containing
indentation flaws (disk diameter 35 mm). The number of fragments and failure stress increase from top left to bottom right as shown in Fig. 23, from 2
fragments, 30.2 MPa to 10 fragments, 286.4 MPa.
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Figure 23 Plot of the number of fragments, nf , as a function of the failure
stress σ f , for the Si disks shown in Figs 21 and 22.

along the lobes of tension. It is clear from Figs. 21 and
22 that there are strong crystallographic effects in the
fragmentation of Si, consistent with the elastic anisotropy
(and hence the shape of the tensile lobes at large crack
velocities). The biaxially flexed single crystal disks
developed rectangular-shaped fragments, whereas the
polycrystalline disks developed wedge-shaped fragments
(similar to other polycrystalline and amorphous materi-
als). The results suggest that crystallographic cleavage
and elastic anisotropy greatly affect the stress- and
crack-initiation fields of rapidly propagating (km s−1)
cracks.

Fragmentation patterns are of some practical utility
with regard to post-failure strength analyses. Reconstruc-
tion of samples, such as in Figs 21 and 22, clearly pro-
vides a method for identifying the fracture initiating point
and strength-limiting defect; although it can be seen that
for highly fragmented samples this is difficult. The re-
lation between the number of fragments and the failure
stress provides a method for determining whether a com-
ponent failed because it contained a large flaw or was
over-stressed. Fig. 23 is a plot of the number of fragments
formed as a function of the failure stress for the disks in
Figs 21 and 22. Such correlations may be used as a diag-
nosis for the stress at failure of a Si device [41], similar
to other fractographic techniques [116].

5. Current status and challenges
Controlled flaws in the form of Vickers indentations are
extremely good models of the sharp particle damage in-
troduced by slicing, grinding and dicing of wafers and
dice during Si manufacturing processes. An indentation
formed by a peak contact load of 1 N limits the strength
of a Si component to about 120 MPa; the center of the
range observed for finished wafers and dice. The char-
acteristic dimension of such an indentation is about 10
µm, consistent with the scale of the damage observed
on ground surfaces and diced edges. The power of in-
dentation techniques in process design and control and
failure analysis can then be seen in plots such as those

of Figs 8 and 12. Controlled variation of the contact
load about this mid-point allows indentation dimensions
to be systematically decreased or increased, with atten-
dant increases or decreases in strength, such that vari-
ations in process conditions can be explored or diag-
nosed. In fact, Figs 8 and 12 provide exactly the quan-
titative linkage suggested in the overview as required be-
tween a controllable processing variable (the peak con-
tact load of a sharp particle, or its residual deforma-
tion) and the dependent component performance (the sur-
vivability of a wafer or die, or its strength). The large
strength and contact load ranges of Figs 8 and 12 sug-
gest that these should suffice as design diagrams for most
wafer, die or packaging processes. Extensions could be
made easily, however, for variability due to flaw or load-
ing orientation (Fig. 16), quantification of flaw size by
the extremely visible lateral cracks [124, 129] or ultra
high-strength wafers by including sub-threshold flaws
[74, 75].

The broad agreement between the indentation deforma-
tion, fracture and strength parameters measured here with
those determined previously, Tables II and III, further
confirms the quantitative usefulness of the experiments
here for design purposes. Many, if not overwhelmingly
most, previous authors have chosen to tabulate compi-
lations of reported toughness values in confirming their
work. This is not done here for several reasons: many
workers do not report enough analytical detail to allow
a firm linkage between the experimental measurable and
the reported quantity; given the observations of Figs 9 and
10, it is likely that many “off-axis” indentations resulted
in non-ideal patterns with ill-defined half-penny crack
traces; fractographic-based methods suffer from ambigu-
ity of flaw-size and residual stress state. Hence, the raw
invariant indentation parameters, P/c3/2 and σP1/3, are
compared here, as reported, or determined from presented
data. With appropriate qualification, these may be used to
estimate the toughness from inversion of Equations 12b
and 17

Tair = ξ0(E/H )1/2 P/c3/2
1 (25a)

T0 = η(E/H )1/8
(
σ P

max P1/3
)3/4

(25b)

where Equation 10 has been used. The best-calibrated es-
timates of the pre-factors are [138 ] ξ 0 = 0.016 and [139]
η = 0.52. Representative values of P/c3/2

1 and H for the
(001)[110] indentations reported here are 11.5 MPa m1/2

and 10.3 GPa, which, on using the polycrystalline mod-
ulus of E = 163 GPa, appropriate to an indentation stress
field [28 ] gives Tair ∼ 0.73 MPa m1/2. A representative
value of σ P

max P1/3 for the (001)[110] indentations here
is 130 MPa N1/3, which, with the same E and H values,
gives T0 ∼ 0.89 MPa m1/2. These estimates agree with
the predictions of Fig. 3c to within the 25% uncertainty
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inherent in the calibration factors [138, 139], but little
more can be said. Use of the appropriate single crystal
moduli in Equation 3 to estimate γ , after T estimates as
above, generates values much greater than those in Fig. 3b
with no clear minimum for γ (111). The underlying fracture
surface anisotropy of Si can certainly not be gleaned from
Tables II and III or Fig. 16 with one important exception.
Indentation orientations that generate lateral cracking are
associated with significant suppression and distortion of
half-penny cracks and mild increases in strength. These
effects derive from changes in indentation geometry
not from increases in fracture resistance experienced by
half-penny cracks on well-defined fracture planes. The
suppression of pre-cursor crack extension on applied
stressing, Fig. 15, also points to a decrease in the residual
field rather than an increase in fracture resistance for
misoriented indentations.

The original fracture resistance measurements [6, 7]
using a well-defined, plane-strain double cantilever beam
geometry are still the best, but certainly worth repeating
in this regard. Modern techniques of displacement and
moment control and fast data acquisition, along with ease
of obtaining large, appropriately oriented single crystals
should allow questions regarding fracture anisotropy and
path stability to be answered. Such tests would also allow
the still-tantalising effects of environment to be studied.
The results here suggest that Si is mildly susceptible to
chemical reaction with water under fracture conditions
and that the effect is extremely rapid (<50 ms) in de-
creasing the surface energy by about 20–30%. The results
also suggest that Si is extremely susceptible to reactive
attack by buffered HF, leading to a slow (>100 s) in-
crease in strength associated with residual stress relief.
Both of these observations would benefit from direct mea-
surements of fracture resistance and kinetics in a reactive
environment using a well defined geometry.
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