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a b s t r a c t

The accuracy of electron backscatter diffraction (EBSD) and confocal Raman microscopy (CRM) for small-
scale strain mapping are assessed using the multi-axial strain field surrounding a wedge indentation in Si
as a test vehicle. The strain field is modeled using finite element analysis (FEA) that is adapted to the
near-indentation surface profile measured by atomic force microscopy (AFM). The assessment consists of
(1) direct experimental comparisons of strain and deformation and (2) comparisons in which the
modeled strain field is used as an intermediate step. Direct experimental methods (1) consist of com-
parisons of surface elevation and gradient measured by AFM and EBSD and of Raman shifts measured
and predicted by CRM and EBSD, respectively. Comparisons that utilize the combined FEA–AFM model
(2) consist of predictions of distortion, strain, and rotation for comparison with EBSD measurements and
predictions of Raman shift for comparison with CRM measurements. For both EBSD and CRM, con-
volution of measurements in depth-varying strain fields is considered. The interconnected comparisons
suggest that EBSD was able to provide an accurate assessment of the wedge indentation deformation
field to within the precision of the measurements, approximately 2�10�4 in strain. CRM was similarly
precise, but was limited in accuracy to several times this value.

Published by Elsevier B.V.
1. Introduction

1.1. Technical motivation

Many advanced technologies depend on control of deformation
or strain at micro- or nano-scales in order to enhance device
performance. For example, strain engineering of conducting
channels in semiconducting structures increases the mobility of
carriers via piezoresistive effects, thereby improving the perfor-
mance of microelectronic devices [1]. Strain engineering of band-
gaps in optical materials determines photon absorption and
emission wavelengths, thereby controlling the performance of
optoelectronic devices [2]. Strain engineering of membranes and
other components in microelectromechanical systems (MEMS)
determines device sensitivities to pressure or electric fields,
thereby affecting the ability of MEMS devices to perform as sen-
sors or actuators [3]. Conversely, lack of strain control can lead to
thermomechanically-induced or direct mechanical failure, parti-
cularly in cases in which disparate materials are brought into
contact, for example in microelectronic devices [4,5], or in which
the deformations can be large, for example in MEMS devices [6].
In all cases, strain control depends on the ability to measure

and map strain at the micro- or nano-scales—that is, perform
quantitative strain microscopy at very small length scales. Two
techniques have emerged over the past few decades capable of
strain microscopy in small-scale structures formed from silicon
(Si), a material pervasive in the technologies highlighted above:
high resolution electron backscatter diffraction (EBSD) [7–10] and
confocal Raman microscopy (CRM) [11–16]. These techniques are
complementary, and both offer fine spatial resolution and great
strain sensitivity. EBSD is a high-vacuum scanning electron mi-
croscope (SEM)-based technique that determines strain by cross-
correlation of high resolution electron backscatter diffraction
patterns (EBSPs) formed from elastically backscattered electrons.
Lateral spatial resolutions of approximately 50 nm and strain re-
solutions of less than 10�4 are possible and experimental scan
rates of about one pixel/s are common [8–10]. CRM is an ambient
atmosphere Raman spectroscopy-based technique that determines
strain by measuring shifts in the frequency of photons inelastically
scattered by lattice phonons. Meaningful pixel spacing of ap-
proximately 70 nm and strain resolutions of 10�4 are possible and
experimental scan rates are also about one pixel/s [15–19]. In both
cases, the strain maps are internally calibrated relative to a re-
ference location of known strain, usually taken to be strain free. A
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Fig. 1. (a) SEM image of the analyzed wedge indentation and adjacent deformation
field. The image is foreshortened in the vertical direction along the indentation
long axis by a factor of 2.5. (b) AFM-obtained three-dimensional rendering of the
residual deformation profile of the central section of the wedge indentation. The
x1–x2–x3 coordinate system used is indicated. (c) The load–displacement behavior
observed during indentation.
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key requirement for advancing these microscopy techniques for
strain mapping of small-scale structures is that specifications be
provided for method accuracy (how closely strain values estimate
the true values) and precision (how closely repeated measure-
ments distribute about the mean strain value). Such specifications
will enable comparison of measurements performed using differ-
ent techniques, comparison of experimental measurements and
modeling results, and predictions of device performance.

Assessments of the accuracy and precision of strain measure-
ments performed by EBSD and CRM have been made by compar-
ing measurements from both techniques on the same structure
and by comparison with measurements or predictions from ad-
ditional methods: Strain variation around a wedge indentation in a
Si surface was measured by EBSD and CRM and the agreement
between the two techniques shown to be very good [17], espe-
cially when the CRM excitation wavelength was small, leading to
surface-localized CRM measurements, similar to those of EBSD.
Surface deformation around a similar wedge indentation was
measured using atomic force microscopy (AFM) and compared
with the deformation inferred from EBSD and predicted by a
simple indentation model; the two measurements and model
were in good agreement [18]. (In some earlier studies, AFM to-
pography measurements were correlated with CRM measure-
ments adjacent to surface scratches and Vickers indentations in Si,
but in a qualitative manner [20,21].) CRM shifts adjacent to an
imbedded tungsten (W) structure in Si were compared with shifts
predicted from an opto-mechanical extension of finite element
analysis (FEA) of the strain field arising from the W deposition
process and thermal expansion mismatch with the Si; the mea-
surements were in very good agreement with the predictions [19].
In a recent detailed study [22], EBSD strain measurements of si-
licon-germanium (SiGe) thin-film structures heteroepitaxially de-
posited on a Si substrate were performed. The measurements were
compared with predictions from independent composition and
X-ray diffraction measurements of the strain arising from the SiGe
and Si lattice mismatch. For films that were coherent with the Si
substrate, the EBSD strain measurements were in agreement with
the predictions to within 2�10�4, similar to earlier studies
[7,8,10].

Here we extend the above comparisons, applying all four of
EBSD, CRM, AFM, and FEA to a single test vehicle, a wedge in-
dentation in a Si surface similar to those considered previously
[17,18], Fig. 1(a). Application of all four techniques further refines
assessments of the accuracy and precision of EBSD and CRM strain
microscopy. In addition, many other extensions to the previous
works are made here, including: (a) the use of a FEA model that
incorporates the elastic anisotropy of Si and a semi-elliptical in-
dentation deformation zone that is more realistic [23] than the
rectangular zone [24] used previously [18]; (b) self-consistent
comparison of the strain fields determined from EBSD and CRM
with that of the model, using AFM to adapt the FEA model para-
meters; (c) greater surface localization of the CRM measurements
using a smaller excitation wavelength; and, (d) explicit con-
sideration of the effects of depth convolution on EBSD and CRM
outputs. The four techniques provide different levels of informa-
tion regarding deformation and strain states, and of course all four
have very different input requirements in order to generate a
strain map. The following section considers the input and output
quantities for each technique, detailing the quantitative points of
comparison, and provides a framework for the experimental and
analytical results to follow.

1.2. Comparison of deformation and strain measurement techniques

Wedge indentation of a Si surface generates a residual contact
impression associated with a localized sub-surface irreversible
deformation zone [17,25] that includes plastically deformed and
phase transformed material [26,27]. The residual irreversible de-
formation zone is in a state of compression. In response to the
strain mismatch between this zone and the surrounding matrix, a
distributed elastic strain field [28], including a surface uplift field
[18], is generated in the matrix. As the contact impression is long
(here 20 μm) relative to the impression width and associated ir-
reversible deformation zone (o2 μm), the state of deformation is
approximately plane strain in the x1�x3 plane perpendicular to
the impression long axis, Fig. 1(b), with negligible deformation in
the x2 direction parallel to the long axis.
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FEA can provide a complete and detailed specification of the
displacement field arising in the material, ui(x1, x3), once the form
and nature of the irreversible deformation zone stressor are
known. Two outputs of the FEA are used here for comparison with
other methods: the displacement of the surface u3(x1, x3¼0) and
the elastic distortion (or displacement gradient [29]) tensor,

( ) = ∂ ∂A x x u x, /ij i j1 3 . The symmetric component of Aij is the six-
component elastic strain tensor, ε ( ) = ( )(∂ ∂ + ∂ ∂ )x x u x u x, 1/2 / /ij i j j i1 3 ,
and ε ε ε= = = 022 12 23 is anticipated here for the x1�x3 plane-
strain wedge indentation [29].

EBSD can generate the most complete experimental specifica-
tion of the displacement field, providing the entire traceless elastic
distortion tensor, Ãij, from measurements of shift vectors, qk, re-
lating strained EBSPs to the reference EBSP [9]. The traceless dis-
tortion tensor, indicated by Ãij as opposed to the full distortion
tensor Aij, has only eight independent components and is geo-
metrically equivalent to the five independent deviatoric elastic
strain tensor components, ε̃ij, and the three rotation tensor com-
ponents, ωij, characterizing the material displacement field [29].
The trace of the distortion tensor is determined using an assumed
closure relation, typically that the measurement is localized to a
stress-free surface, thereby providing the missing distortion and
strain tensor components. The EBSD response actually reflects an
average over a depth, ≈ −x d3 EBSD, very close to the surface, where
the EBSD information depth, dEBSD, depends on the SEM operating
conditions, particularly accelerating voltage and sample tilt [30].
Two outputs of EBSD are used here for comparison with other
experimental methods: the orientation of the surface,

( ≈ )A x x, 031 1 3 , and the surface-localized strain, ε ( ≈ )x x, 0ij 1 3 . In-
tegration of the single-argument surface-localized ( )A x31 1 provides
the surface displacement field, ∫ ( ) = ( )A x x u xd31 1 1 3 1 .

AFM provides a single component of the displacement field, the
surface topography, u3(x1, x3¼0). Differentiation of the single-ar-
gument surface-localized u3(x1) provides the local surface or-
ientation, ∂ ( ) ∂ = ( )u x x A x/ .3 1 1 31 1

CRM responds to all components of the strain field averaged
over a depth, ≈ −x d3 CRM, very close to the surface, where the
CRM information depth, dCRM, depends on the Raman microscope
operating conditions, particularly the input excitation wavelength,
λi [17]. The CRM output is interpreted as a single Raman scattered
wavelength, λo, expressed as a frequency in wavenumbers (cm�1)
ω¼1/λi�1/λo. At the (unstrained) reference location, this fre-
quency is ω0 and at a measurement location, x1, the frequency is
shifted to ω0þΔω(x1). If the form of the strain field is known and
relatively simple, for example, uniaxial tension, the scalar fre-
quency shift Δω(x1) can be related to a single independent com-
ponent of the strain field, for example ε ( ≈ )x x, 011 1 3 , by a simple
multiplicative factor [6,11,12,20,31]. If the strain field is complex,
an opto-mechanical analysis incorporating all the components of
the strain tensor, say obtained from FEA, can be used to predict the
effective frequency shift arising from the various Raman scattering
Table 1
Comparison of deformation and strain prediction and measurement techniques.

Technique Direct output Calculated quantity

FEA ui (x1, x3), u3(x1, x3
¼0)

ε Δω( ) = ∂ ∂ → ( ) → ( )A x x u x x x x x, / , ,ij i j ij1 3 1 3 1 3

EBSD → ˜ ( ≈ )q A x x, 0k ij 1 3 Closure relation

∫
ε→ ( ≈ ) → ( ≈ )

→ ( ≈ ) = ( ≈ )

A x x x x

A x x x u x x

, 0 , 0

, 0 d , 0

ij ij1 3 1 3

31 1 3 1 3 1 3

AFM u3(x1, x3¼0) ∂ ∂ = ( = )u x A x x/ , 03 1 31 1 3

CRM Δω ( ≈ )x x, 01 3 Simple form of strain field ε→ ( ≈ )x x, 01 3
modes in the material [13,19].
Table 1 summarizes the measured and calculated quantities for

each deformation and strain measurement technique, highlighting
the points of comparison. The direct output of the technique is
listed and quantities calculated from it indicated by arrows. The
approach taken in this work is to predict the response of one
microscopy technique using another, taking advantage of these
points of comparison, as illustrated in Fig. 2, which provides an
outline of the paper. The predictions are divided into two parts:
(i) strictly experimental (shown as the solid lines in Fig. 2) and (ii)
using FEA as an intermediate step (dashed lines). In (i), AFM to-
pography measurements are used to predict the surface orienta-
tion determined by EBSD, the EBSD orientation measurements are
used to predict the topography measured by AFM, and the EBSD
strain measurements are used to predict the frequency shift
measured by CRM. In (ii), AFM topography measurements are used
to adapt parameters defining the irreversible deformation zone in
the FEA and the adapted FEA is then subsequently used to predict
the strain components measured by EBSD and the frequency shifts
measured by CRM. The numbers in boxes in Fig. 2 indicate the
number of the Figure in this paper that will illustrate the predic-
tion-measurement comparison.
2. Experimental methods

The experimental methods are the same as those in prior stu-
dies on wedge-indented Si [17,18]. The (001) surface of a device–
grade Si wafer was indented with a wedge-shaped diamond in-
denter to a peak load of 350 mN. The indenter was 20 μm long
with an interior angle of 140° and aligned along a [110] direction of
the wafer. A single indentation is studied here from the same
series of indentations considered previously, and had a residual
contact impression depth and width of about 150 nm and 1.5 μm,
respectively, and a maximum surface uplift adjacent to the im-
pression of about 40 nm. The height profile of the indentation and
surrounding material obtained using intermittent contact mode
AFM are shown in Fig. 1(b); the uncertainty in the height profile at
any location was o0.1 nm. The load–displacement response of the
considered indentation is shown in Fig. 1(c). The load–displace-
ment response indicates residual plasticity during the indentation
process, as well as more complicated behavior, such as pop-out
phenomena, associated with phase transformations on unloading
[23,26,32]. The details of the load–displacement responses and
residual impression dimensions varied from indentation to in-
dention within the series, but all exhibited the overall behavior
shown in Fig. 1, and all exhibited uniform residual topography
near the middle of the 20 μm long impression, suggesting plane-
strain deformation at that location.

Line scans, ranging from 40 μm to 70 μm long, across the
center of the indentation impression (in the x1 direction of Fig. 1
(b)) were performed to obtain EBSD and CRM responses. EBSPs
and Raman spectra were obtained in 500 nm or 250 nm steps in
the scans, respectively. The commercial SEM operating conditions
were an accelerating voltage of 20 kV, a sample current of 2 nA,
and a sample tilt about the x1 axis of 70° relative to the electron
beam normal. The SEM spot size was 75 nm in the x1 direction
(and about 2.5 times larger in the x2 direction); adequate for the
slowly-varying strain fields to be measured here. Typical acquisi-
tion time per pixel was 1 s. An EBSP obtained far from the in-
dentation impression, at location designated xr, was chosen as the
reference pattern. Cross correlations of regions of interest (ROIs) in
strained EBSPs with the same ROIs in the reference EBSP were
used to generate the mean shift vectors, ( )qk

i , for the ROIs in a
strained EBSP, where (i) indicates the ROI index. Measurement of



Fig. 2. Diagram showing the interrelations between predictions made from the
three microscopy techniques, AFM, EBSD, and CRM, and the FEA model; the di-
rections of the arrows indicate the direction of prediction or constraint and the
boxed numbers indicate the relevant figure comparing measurement with pre-
diction. Solid connectors indicate direct experimental predictions and dashed
connectors indicate model-mediated predictions.
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( )qk
i as a function of the ROI location vector, ( )rk

i , for 21 ROIs in each
EBSP enabled the best-fit traceless distortion tensor ˜ ( )A xij for the
probed region to be determined as a function of probe location [9].
The assumption of plane stress at the surface was used, such that
σ σ σ= = = 033 13 23 in the x1�x2 surface plane, providing
ε ε= − ( )c c/33 12 11 11 at the surface. This relation enabled closure of
the distortion tensor, Aij, and specification of the full strain and
rotation tensors, εij and ωij respectively (cIJ are elastic stiffness
matrix terms [33] using contracted notation). Note that under
these conditions the deformation state at the surface is one of
simultaneous plane stress in the x1�x2 plane and plane strain in
the x1�x3 plane such that all shear stress and shear strain com-
ponents are zero; there are only four non-zero stress and strain
components, s11, s22, ε11, and ε33, which are related by elastic
constants such that there is only one degree of freedom in the
deformation field. The NIST custom CRM utilized four different
laser excitations of wavelengths, 405 nm, 488 nm, 532 nm, and
633 nm, with incident beams polarized parallel to the indentation
long axis and focused on the sample using a 60� oil immersion
lens with a numerical aperture of 1.4. Incident power at the
sample surface was approximately 1 mW. Scattered light was
collected by the same lens and a Raman spectrum at each point in
the scan collected with a spectrograph. The position of the ap-
proximately 521 cm�1 Raman peak was determined for each
spectrum by fitting a Pearson VII function to the data. In particular,
the shift of the peak relative to that obtained at a reference point,
xr, far from the indentation was determined as a function of probe
location, Δω(x1). The use of the additional shorter 405 nm ex-
citation wavelength beyond the longer three used previously [17],
increased the ability of CRM to make surface-localized
measurements.

The simple deformation state leads to relatively simple rela-
tions between the uncertainties in the quantities measured by
EBSD and CRM and the bounds on the precision of their strain
determinations. The mean shift vectors, ( )qk

i , in EBSD could be
determined here to within about 0.1 pixel within (1024�1024)
pixel arrays, leading to about 10�4 relative uncertainty in the
components of the distortion tensor, Ãij, and about 2�10�4 re-
lative uncertainty in the non-zero strain components, εij [9]. The
peak shifts, Δω, in CRM could be determined to within about
0.05 cm�1, which, when multiplied by the ratio of the scalar shift
factor and Young's modulus for [110] uniaxial stress in Si,
(�434 MPa/cm�1)/(169 GPa) [6,25], leads to about 1.3�10�4 re-
lative uncertainty in the ε11 strain component. These uncertainties
provide lower bounds on the precision with which repeated de-
terminations of strain in the wedge indentation system can be
made and thus bounds on assessments of method accuracy.
3. Analysis methods

3.1. Topography analysis

While AFM gives a direct measurement of the surface topo-
graphy and thus local elevation, u3, under the conditions used here
of small spot size relative to the deformation variation, EBSD
measures the local elevation gradient, = ∂ ∂A u x/31 3 1. The two can be
compared by either differentiating the AFM-measured height
profile numerically,

( ) = ∂ ∂ ≈ ( ) − ( ) Δ ( )−⎡⎣ ⎤⎦A x u x u u x/ / , 1k k31 1 3 1 3 3 1 1

for comparison with the EBSD measurements, or by integrating
the EBSD-measured elevation gradient numerically from a re-
ference point, xr,

∫

( ) ( )∑

( ) − ( ) = ( ′ ) ′

≈ + Δ ( )=

−

+
⎡⎣ ⎤⎦

u x u x A x x

A A x

d

1
2

, 2

x

x

j

k

j j

3 1 3 r 31 1 1

0

1
31 31 1 1

r

1

for comparison with the AFM measurements. In both cases j, k are
step indices, − = Δx x k x1 r 1, and Δx1 is the scan step spacing. Note
that A31 is obtained directly from the EBSD measurements without
need for utilization of a closure condition, but that in the second
case above specification of u3(xr) is required to match the heights.
For direct comparison with the FEA model, it was necessary to
average the left and right sides of the measured AFM height data,
u3(x1), to generate the symmetric component of the profile
(asymmetric profiles have been observed previously [18,20,21]
and are likely due to very small indenter misorientations relative
to the surface). The AFM data were averaged by using the peaks in
the AFM profile as the indentation edges and setting the midpoint
as the origin. The left-right average of the height data was then
taken, with unpaired data points at the tail ends discarded.

3.2. FEA analysis

A FEA model of the wedge indentation deformation field was
developed and tuned to AFM measurements of the elevation
profile exterior to the residual contact impression. The modeling
procedure included some approximations and simplifications that
were justified in light of prior usage and the theory of the elastic
deformations that were of primary interest: those measured by
EBSD and CRM exterior to the irreversible deformation zone of the
indentation. A diagram of the cross-section of the undeformed FEA
model is shown in Fig. 3. The FEA model approximations included:

Plane strain. Fitting to the AFM profile was an iterative proce-
dure and the use of plane-strain greatly improved the speed of
numerical modeling.

Simplified irreversible deformation zone. Determining the state of
irreversible deformation beneath the indentation via direct mod-
eling was intractable as the plastic deformation and phase trans-
formations of Si have very complex constitutive relations that lead
to very different irreversible deformation zone geometries and
residual stress states depending on the relationship chosen and
model implementation [34–40]. More importantly, as noted above
and elsewhere [18,23,26,32,41], great variability (pseudo-ran-
domness) and distinct quantitative differences are observed in the
behavior and residual deformation patterns of indentations
formed in Si under nominally identical conditions. Fortunately, the
elastic uplift around a particular indentation is less complicated
when treated phenomenologically: The uplift is overwhelmingly
determined by the average irreversible strain beneath the in-
dentation, the location of the strain-weighted centroid of the
strained zone, and the requirement that the entire zone be



Fig. 3. Schematic diagram of the FEA model cross section showing the semi-elliptical residually-strained deformation zone and the FEA mesh. The AFM-adapted zone depth
dimension, d, and eigenstrains, ε*11 and ε*33, are indicated.

L.H. Friedman et al. / Ultramicroscopy 163 (2016) 75–86 79
contained beneath the residual impression. This conclusion was
reached by studying the effects of varying parameters in the
elastically isotropic, buried rectangular stressed-brick model [24]
and through a series of preliminary, elastically anisotropic, FEA
models using various zone shape sections: semi-circular, semi-
elliptical, and truncated circular (tear-drop, with a wider zone
beneath the surface). Ultimately, a good match with the AFM
measured profile necessitated a three-fit-parameter, semi-ellip-
tical model (Fig. 3); the zone shape is similar to that of a previous
elastic simulation [23] and of most combined elastic-plastic-phase
transformation models [35,37–40] and much smaller-scale mole-
cular dynamics simulations [42–44] (some models do exhibit tear-
drop shapes [34,36]). The half-width of the zone was taken to be
the half-width of the residual impression and used as the semi-
ellipse minor axis (w/2¼0.733 μm). The semi-ellipse major axis
(d), the horizontal eigenstrain ( ε*11), and the vertical eigenstrain
( ε*33) were then varied to obtain the best least-squares fit to the
symmetric component of the AFM measured uplift. [It was not
possible to obtain a good fit to the AFM data using just one
(ε ε ε* = * = *11 33 with d¼w/2) or even two (e.g., ε ε ε* = * = *11 33 and d)
parameters.] As a final note, the physical interpretation of ε*11 and
ε*33 is subtle. These initial strains are equivalent to the residual
plastic and phase transformation strains only in the sense that
they gave similar elastic fields outside the irreversible deformation
zone. No additional physical interpretation should be inferred
without care. [Eigenstrain or initial strain, ε*J , is defined as the
strain occurring at zero stress such that the final stress is given by
σ ε ε= ( − *)cI IJ J J in contracted notation. Thermal strain is the most
common example of initial strain [45]].

Symmetry. The AFM profile and EBSD and CRM measurements
were slightly asymmetric, and it was cumbersome to develop an
enhanced theory of indentation deformation zones to account for
the asymmetry. Instead, the left and right halves of the experi-
mental data were averaged and then compared with a symmetric
model. Justification is found from the theory of elastic deforma-
tion: Outside the irreversible zone, linear elasticity is a good ap-
proximation, introducing errors that are on the order of elastic
strain squared or about 10�4 for a maximum strain of 0.01. The
principal of superposition (for small strains) then allows the left-
right averaged fields (or symmetric part) and the left–right
difference fields (or antisymmetric part) to be treated separately.
The symmetry line was taken to be the center of the residual
impression.

Finite element modeling was performed using 6-node quad-
ratic triangles. Adaptive meshing was used to limit the relative
error estimate for the von Mises stress to less than 0.5%. The re-
sulting characteristic numerical error in strain was approximately
10�4 based on comparison of the last two mesh refinements.
(While von Mises stress is suitable for characterizing mesh error,
no additional physical significance to its use should be inferred.)
Linear anisotropic plane-strain elasticity was used with the elastic
stiffness coefficients of Si as c11¼165.8 GPa, c12¼63.9 GPa, and c44
¼79.6 GPa [33] and the plane of deformation taken as the (110)-
plane (x1�x3 plane, Fig. 1(b)). Least squares fitting was performed
on the measured symmetric profile, ( )u xk3,AFM

sym , and the modeled
elastic uplift, ε ε( * * )u x d; , ,k3,FEA 11 33 , to determine the mean strains, ε*11

and ε*33, and the zone depth, d. The values of ( )u xk3,FEA were in-
terpolated between FEA nodes as the AFM measurement positions,
xk, were not coincident with the FEA nodes. The fitting procedure
took further advantage of the principal of superposition. For a gi-
ven value of d, FEA was used to find separately the elastic uplifts
proportional to ε*11 and ε*33,

ε ε ε ε( * * ) = * ( ) + * ( )( ) ( )u x d u x d u x d; , , , , .k k k3,FEA 11 33 11
1

33
2

For each value of d, the functions u(1) and u(2) were calculated via
FEA, so that the eigenstrains were solved rapidly via linear least
squares [46]. The optimal value of d was then found by varying the
geometry of the FEA deformation zone and repeating the proce-
dure for finding ε*11 and ε*33. Thereby, a search in a three-parameter
space was accomplished with only twice the calculations required
for searching for one optimal parameter.

3.3. CRM analysis

The Raman spectrum of unstrained Si consists of a triply de-
generate peak at a frequency of approximately 521 cm�1. Under
anisotropic strain, the spectral degeneracy is split either partially
or fully into shifted peaks of possibly unequal intensity, with the
shifts and the intensities determined by the strain state, the Si
phonon deformation potentials (the PDPs, p, q, and r that link the



Table 2
Phonon deformation potentials for Raman scattering in Si.

Unstrained Raman frequency,
ω0 (cm�1)

ωp/ 0
2 ωq/ 0

2 ωr/ 0
2

Anastassakis et al.
[48]

520.9 �1.85 �2.31 �0.71

Anastassakis et al.
[47]

520.9 �1.25 �1.80 �0.63
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change in polarizability of Si to the strain), the directions and
polarizations of the excitation and collected light, and the crystal
orientation [11–14,19]. Typically, the split peaks are not resolved,
and a single peak is fit. The method for predicting the single peak
position from knowledge of the full tensor strain field was that
used previously [13,19]: In summary, three piezo-Raman shifts
and three relative intensities for the separate peaks were calcu-
lated and the shifts averaged, weighted by their relative in-
tensities, to give a mean piezo-Raman shift, Δω. Two sets of PDPs
[47,48] were used in evaluating the mean shift from the strain
field, and are given in Table 2. Both sets are commonly cited and
span the range of other experimental measurements of Si PDPs
[49–51]. In general, the scalar shift is not a simple function of the
components of the strain tensor. However, a priori knowledge of
the strain or stress state (linked by the components of cIJ) allows
for considerable simplification: A common rule of thumb, as noted
above for elongated stressors in the [110] x2-direction (as here,
Fig. 1(b)), is that the spectrally-weighted Raman shift is related to
the stress perpendicular to the elongated stressor by [14,17,19,48]

σ ω= − ( )Δ ( )434 MPa cm , 311

where the mean shift is given in units of cm�1 and s11 is expected
to be the dominant stress component here. Eq. (3) is written in the
format that is most useful for stress or strain mapping—a stress or
strain component can be inferred from a measured scalar Raman
shift. The opposite procedure will be performed here that is more
useful for technique comparisons and that takes advantage of
more complete knowledge of the deformation field—a scalar Ra-
man shift will be predicted from the full strain tensor. The strain
tensor will be obtained from two sources: (i) the EBSD measure-
ments in combination with the zero normal-traction closure
condition (solid line, Fig. 2) and (ii) the FEA model adapted by the
AFM profile measurements (dashed line, Fig. 2). Comparisons of
both of these predictions with CRM measurements is complicated
when the strain field is non-uniform, in particular when subsur-
face strains are probed due to the finite information depths of CRM
and EBSD and the resulting CRM and EBSD signals are convolu-
tions over these depths.

3.4. Depth convolution analysis

Experimental measurements have finite interaction volumes,
and it is important to include these effects in simulations to obtain
a fair comparison with experiments and to elucidate how such
volumes affect experimentally inferred quantities. Analysis of the
experimental data showed that there was no effect of lateral
averaging; hence here we consider only depth convolution. As will
be shown, the penetrating and exiting beams such as electrons in
EBSD and photons in CRM experienced different deformation
states at sub-surface scattering sites, as well as suffering at-
tenuation per unit length while entering and exiting the sample
volume. For EBSD this attenuation typically leads to an average
information depth, dEBSD, with the different backscattering depths
contributing information that is exponentially weighted in terms
of depth,
( ) = − ( )
( )

⎡
⎣⎢

⎤
⎦⎥I x I

x u x
d

exp
4

3 0
3 3 1

EBSD

where ( −x u3 3) takes negative values inside the sample and
≤ ≤ ( )x x u x3,0 3 3 1 , where x3,0 is the coordinate of the base of the

sample. I(x3) can be interpreted as a product of the relative at-
tenuation of the incoming electron beam and the relative at-
tenuation of the quantum coherence of the backscattered elec-
trons. Measured EBSPs will be created by distortions from a variety
of depths and weighted by their relative intensity in the EBSP so
that the measured distortion tensor at position x1, ( )A xij

M
1 , will be

the result of a weighted average of the depth-varying distortion
( )A x x,ij 1 3 :
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3,0 3 1 / EBSD 3,0

3 1 3,0 3 1 / EBSD
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1 3 3

where “M” indicates measured distortion, and the denominator in
the first term on the right side is chosen to give a total integrated
weight of unity. The information depth for EBSD in Si is between
10 nm and 100 nm [30] and hence bounds were calculated cor-
responding to the limit →d 0EBSD (the distortions at the surface)
and a large value, dEBSD¼100 nm. Substituting FEA simulated va-
lues for ( )A x x,ij 1 3 in Eq. (5), values of ( )A xij

M
1 were obtained for

direct comparison with those measured by EBSD. The numerical
integration of Eqs. (5) and (6) below, is discussed in Appendix A.

Simulating depth-convolution effects on measured piezo-Ra-
man shifts was a two-step process. First, the simulated strain
components were converted to piezo-Raman shifts as outlined
previously [19] and summarized above. As in the case of EBSD, the
resulting piezo-Raman shift spectrum is expected to be a weighted
average through the depth. As before, the centroid of the spectrum
was calculated for comparison with a single fit peak. The at-
tenuation of excitation and Raman-scattered light leads to an ex-
ponentially-weighted form essentially identical to Eq. (5),

∫ ( )
Δω Δω( ) =

[ − ]
( ′ ) ′

[ − ( )]

( ) [ − ( )]
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e
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x x x
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1

, d ,
x u x d x

u x x u x d
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1
3,0 3 1 / CRM 3,0

3 1 3,0 3 1 / CRM

CRM
1 3 3

with the ingoing and outgoing attenuation lengths added in par-
allel to give = ( + )− − −d d dCRM in

1
out

1 1. (See Appendix A; in general, dout
is greater than din because Raman scattering shifts the light to
longer wavelengths that have less attenuation.) Two published
sets of attenuation lengths for Si were used [52,53] to determine
the information depth and then to simulate the measured piezo-
Raman shifts. Published tables were interpolated with cubic
splines. The attenuation lengths from each set and the resulting
information depths are reported in Table 3.
4. Results

Fig. 4 is a comparison of the surface gradients measured by
EBSD and AFM adjacent to the indentation contact impression. The
solid line is the gradient, A31(x11), measured by EBSD and the
symbols are the gradient values determined numerically from the
AFM measurements using Eq. (1). A common reference point of xr
¼�20 μm was used. There is very good agreement between the
two measurements over scans of 40 μm, noting that the gradients
correspond to a maximum of 0.02 radE1.1°. The uncertainty in
the EBSD gradient measurement is approximately 10�4 rad, much
smaller than the line width in Fig. 4(a); the scatter in the AFM
calculated gradient is about 4�10�3 rad. Within approximately
1 μm of the impression center (about 0.25 μm from the im-
pression edge) the AFM gradient exceeds the EBSD gradient
somewhat, at least on one side of the contact impression; it is
possible that the finite depth EBSD measurements are sensing the



Table 3
Information depths for CRM in Si.

a bGreen and Keevers [53] bDash and Newman [52]

λin(nm) λout(nm) din (nm) dout (nm) dCRM
(nm)

din (nm) dout (nm) dCRM
(nm)

405 414 127 167 72 156 192 86
488 501 764 910 415 744 862 399
532 547 1302 1522 702 1184 1351 631
633 655 3125 3700 1694 2606 3067 1409

a Vacuum wavelengths of excitation light, λin, and Raman scattered light, λout .
b Ingoing and outgoing attenuation lengths, din and dout, and calculated in-

formation depths, dCRM.

Fig. 4. (a) Plot of elastic elevation gradient of the Si surface across the center of the
wedge indentation as measured by EBSD and calculated from AFM. (b) Plot of the
elevation of the Si surface across the center of the wedge indentation as measured
by AFM, calculated from EBSD, and simulated by FEA.

Fig. 5. Plot of Raman shifts measured by CRM and calculated from EBSD across the
center of the wedge indentation. Wavelengths 405 nm, 488 nm, 532 nm, and
633 nm show Raman shifts measured using increasing excitation wavelengths and
increasing information depths. ZT indicates the shift predicted from EBSD using the
zero normal-traction closure relation and the full strain tensor. s11 indicates the
shift predicted from EBSD using the same closure relation and the single s11
component of the stress tensor. The gray band indicates the residual contact im-
pression region for which no data were analyzed.
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irreversible deformation zone at these small distances from the
impression center and that the values of A31 returned by the EBSD
measurements do not solely reflect surface measurements as
sensed by AFM.

Fig. 4(b) is a comparison of the surface heights measured by
AFM and EBSD. The symbols represent the surface displacement,
u3(x), measured by AFM, and the solid line is the surface height
variation determined numerically from the EBSD measurements
using Eq. (2). A common reference point of xr¼�20 μm and u3
(�20 μm)¼0 nm was used. Once again there is very good agree-
ment between the two measurements over the scan range. The
experimental scatter in the AFM height measurements is ap-
proximately 2 nm, largely arising from surface roughness, about
the symbol size and not visible in Fig. 4(b); the uncertainty in the
EBSD height measurements is approximately 0.03 nm per in-
tegration step, giving a possible root mean square accumulated
error of (0.06 nm)(40)1/2¼0.38 nm at the center of the scan. In this
case, the EBSD measurements exhibited deviation from the AFM
measurements about 5 μm from the impression center, again
asymmetrically, as overestimation and underestimation of about
3 nm at points either side.

The above measurements reinforce the agreement observed
earlier between AFM and EBSD measurements [18], and focus on
one component of the traceless distortion tensor. Fig. 5 shows a
comparison of Raman shifts adjacent to the contact impression
measured by CRM and predicted by EBSD, using all six compo-
nents of the strain tensor obtained from EBSD measurements and
the zero normal-traction closure relation. A common reference
point of xr¼500 μm was used. The variations in the peak fre-
quency shift, Δω(x1), with position in the scans are shown as the
solid lines for the four CRM excitation wavelengths indicated. In all
cases, Δω increases from approximately 0 at the edge of a scan to
a maximum towards the center of a scan. The maximum increases
with decreasing excitation wavelength, such that at the center of
the scan the 633 nm excitation exhibits a peak shift of about
2 cm�1 and the 405 nm excitation about 5 cm�1. The uncertainty
in the peak shift from the unstrained reference state is approxi-
mately 0.1 cm�1, about twice the line widths. The CRM responses
all exhibited asymmetry about the impression center and in many
cases about 2 μm from the impression exhibited a decreased shift
from a maximum value. The dashed lines in Fig. 5 indicate pre-
dictions of the CRM shift from the EBSD strain measurements. The
bold dashed line, labeled ZT, zero normal traction, is a prediction
using the full strain tensor and the weighting method described
above to generate the mean shift of the apparent single peak. The
fine dashed line is a prediction using the full strain tensor and the
elastic constant matrix to calculate the s11 stress component from
which the peak shift was generated from inversion of the scalar
Eq. (3). Neglecting uncertainty in the PDPs (see below and Section
5) and in the elastic constants (negligible [33]) the uncertainty in
the EBSD-based predictions is of order (6�10�4.ω0)E0.3 cm�1,
about six times the line widths. Both EBSD predictions display the
overall trends observed in the CRM measurements: the shifts in-
crease significantly as the contact impression is approached and
then decrease from a maximum value about 2 μm from the im-
pression. Within experimental uncertainty, the predictions of both
EBSD methods are consistent with the CRM shifts measured fur-
ther than about 5 μm from the contact impression. Closer to the
contact impression, the predicted shifts are slightly greater than
those observed, even for the 405 nm excitation response, the
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weighted peak method more so than the scalar uniaxial stress
method.

Several strong inferences can be drawn from the observations
of Fig. 5 and consideration of the information depths for EBSD
(between 10 nm and 100 nm [30]) and CRM (increasing from
about 80 nm for 405 nm excitation to about 1550 nm for 633 nm
excitation, Table 3). First, further than about 5 μm to 10 μm from
the contact impression, depth convolution effects are negligible as
all measurements and predictions agree; the implication is that
there is negligible variation in the strain tensor over the depths
sampled at these locations. Second, closer than about 5 μm from
the impression center, there is a decrease in the magnitudes of the
components of the strain tensor with depth, as CRM measure-
ments with longer excitation wavelengths (and hence greater in-
formation depths) exhibit smaller peak shifts indicative of smaller
average sensed strain. Third, the agreement between the CRM
measurements and the “EBSD s11” prediction suggests that this
(compressive) stress component is the dominant feature of the
deformation field, although the partial agreement with the full
weighted tensor calculation suggests it is not the sole feature.
Fourth, in agreement with previous observations [17], CRM mea-
surements with smaller excitation wavelengths, particularly the
additional 405 nm excitation used here, come closer to EBSD
measurements, suggesting that the smaller information depths of
the CRM measurements are approaching those of the more sur-
face-localized EBSD measurements. These inferences are tested
below by developing a FEA model of the indentation that provides
full specification of the strain field beneath the surface, and en-
ables information depth and depth convolution effects to be as-
sessed explicitly.

Fig. 6 shows the cross section of the deformation field de-
termined from the best-fit FEA model of the indentation; the final,
deformed mesh is shown and the vertical dimension is ex-
aggerated by a factor of 14. On the left, not shaded, is the semi-
elliptical region that was pre-strained, representing the AFM-
adapted irreversible deformation zone. To the right of the zone at
the top of the diagram is superposed the symmetrized AFM height
profile; the agreement between the best-fit FEA model and profile
is evident. The zone parameters giving rise to the best fit were d¼
(2.3870.28) μm, ε* = ±0.079 0.00111 , ε* = ±0.015 0.00133 , where
the uncertainties represent the standard errors of the FEA fit to the
AFM data. Also to the right of the zone is the deformed elastic
matrix, on which shaded contours of A31(x1, x3) are drawn. The
contours increase in horizontal density closer than about 5 μm to
the zone and, due to deformation curvature, increase in vertical
density closer than about 2 μm to the zone. It is clear from these
contours that there are subsurface deformation gradients that
Fig. 6. A schematic diagram of the FEA model of elastic deformation adjacent to a
wedge indentation, symmetric about x1¼0. The initial semi-elliptical stressed re-
gion is shown as the white elements. The elastic region is shown as colored con-
tours of the distortion tensor element A31¼∂u3/∂x1 related to rotation about an axis
perpendicular to the diagram. Vertical displacements are multiplied by 14 for vi-
sualization. The measured AFM height profile used to adapt the model is shown to
identical scale as the overlayed plot.
could influence observed CRM and EBSD measurements.
Fig. 7 shows a comparison of EBSD measurements of distortion,

strain, and rotation with the results from the AFM-adapted FEA
model. The EBSD data were treated in the same way as the AFM
data to obtain the symmetrized components: The center of the
indentation was found in SEM imaging mode and the data outside
the indentation left–right averaged with any unpaired points dis-
carded. Fig. 7(a) shows the EBSD-measured even (symmetric) and
odd (anti-symmetric) components of A31(x1) as closed and open
symbols, respectively. The odd component has appreciable am-
plitude only within about 5 μm of the contact impression. Also
shown in Fig. 7(a) are the predictions of A31(x1) from the FEA using
numerical integration of Eq. (5) and minimal (dEBSD-0 nm) or
maximum (dEBSD¼100 nm) information depths as full and dashed
lines, respectively. The agreement with the experimental ob-
servations is very good, and there is very little effect of depth
convolution for the bounds chosen. The related FEA (even) height
response is shown in Fig. 4(b) as the dashed line; the small effects
of asymmetry are again apparent. Fig. 7(b) shows the even and
odd components of (ε11–ε33)(x1) from EBSD and the depth-
weighted FEA predictions using the same scheme as Fig. 7(a). Once
again there is very good agreement between the two, including
the small reversal in strain about 2 μm from the indentation
center. Implementing a closure relation enables the EBSD mea-
sured (ε11�ε33) to be separated (noting that the FEA model pro-
vides them explicitly) and comparison of the two components is
shown in Fig. 7(c) and (d), respectively. Apart from the agreement
between the model and prediction, including the small strain re-
versal, the results are consistent with a dominant s11 uniaxial
compressive stress field with large and negative ε11 associated
with in-plane longitudinal contraction and smaller and positive
ε33 associated with out-of-plane Poisson expansion (note the
change in scales between Fig. 7(c) and (d)). Finally, the symmetric
and anti-symmetric off-diagonal components of the distortion
tensor, the shear strain, ε13¼(A13þA31)/2, and the rotation, ω13

¼(A13�A31)/2, also show agreement between the EBSD measure-
ments and the FEA predictions, Fig. 7(e) and (f), respectively.

Fig. 8 shows a comparison of symmetrized CRM peak shift
measurements with predictions from the AFM-adapted FEA
model. The CRM data were symmetrized by selecting a center
point in the full scan such that the maxima in the shifts (Fig. 5)
occurred at similar distances from the center and then left-right
averaging was performed about this point. Such data are shown as
the symbols in Fig. 8. The bands in Fig. 8 represent predictions of
the piezo-Raman shift from the AFM-adapted FEA model using the
full strain tensor opto-mechanical analysis and combinations of
published attenuation lengths and PDPs. Fig. 8(a) and
(b) demonstrate the effect of optical attenuation length on pre-
dicted piezo-Raman shift in a depth varying strain field. Different
sets of PDPs (Table 2) are used in each of (a)[48] and (b)[47]. The
upper edges of the uncertainty bands in Fig. 8(a) and (b) represent
predictions using the shorter of the information depths and the
lower edges represent predictions using the longer of the in-
formation depths. More than 10 μm from the indentation, the
edges overlap implying that there is negligible vertical strain
gradient at that location and that differences in information depth
for a given excitation wavelength do not matter. Closer to the in-
dentation, the uncertainty bands expand, more so for the longer
excitation wavelengths. This expansion represents two factors:
(i) the longer excitation wavelength measurements have larger
information depths and therefore differences in estimated in-
formation depth will lead to greater divergences in predicted
piezo-Raman bounds for depth varying strain fields; and (ii) the
differences in the published attenuation lengths and subsequently
calculated information depths are greater for the longer excitation
wavelengths (Table 3). The combination of these two factors leads



Fig. 7. Plots of strains, gradients, and rotations measured by EBSD (symbols) adjacent to the wedge indentation compared with values simulated by FEA (lines): dEBSD¼0 nm
indicates surface values, dEBSD¼100 nm indicates depth-averaged values obtained using Eq. (5).
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to a factor of 40% difference in the piezo-Raman shift prediction
bounds close to the indentation for the longest (red) excitation
wavelength, in spite of the fact that the relative information depth
difference is only 10% to 20%.

Fig. 8(a) and (b) shows that there is very good quantitative
agreement between the CRM shift measurements and the FEA–
AFM predictions at positions further than about 7 μm (about five
times the contact impression width) from the impression center.
Closer to the impression the measured and predicted shifts are in
qualitative agreement, including the large increases in shift ap-
proaching the impression and small shift reversals about 2 μm
from the impression center, analogous to that observed in the
EBSD-measured strain components. However, in this region, the
predicted bounds in (a) consistently overestimate the measure-
ments and the bounds in (b) mostly underestimate the measure-
ments, a consequence of two different sets of PDPs, with those in
(a) of greater magnitude than those in (b). Fig. 8(c) demonstrates
the effects of PDP range in piezo-Raman shift prediction. The
bands in Fig. 8(c) represent the extremes of prediction using the
two sets of PDPs and the two information depths. The predicted
bounds for the various excitation wavelengths now overlap and
encompass almost all the experimental observations over the full
scan range. However, the maximum width of the bounds for all
excitation wavelengths is about 0.7 cm�1 compared with max-
imum observed shifts of 2–4.5 cm�1.
5. Discussion and conclusions

As summarized in Fig. 2, the results presented here provide an
interconnected and comprehensive study of the accuracy of two
quantitative strain microscopy techniques, EBSD and CRM. That is,
the results enable an assessment of the abilities of EBSD and CRM
to generate strain maps that are representative of the true strain
values, measured by independent means. Three aspects of the
study were crucial in enabling this assessment: First, a single test
structure was used, a linear wedge indentation in single crystal Si,
which exhibited relatively simple deformation, strain, and stress
fields, thereby minimizing ambiguities in interpretation. Second,
FEA was used to model the test structure and provide complete



Fig. 8. Plot of Raman shifts measured by CRM (symbols) adjacent to the wedge
indentation compared with values simulated by FEA and opto-mechanical analysis
(bands). The effects of selection of information depths (Table 3) are shown in
(a) using PDPs from [47] and (b) using PDPs from [48]. The effects of selection of
PDPs and information depths (Tables 2 and 3) are shown in (c).
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specification of the form of the deformation, strain, and stress
fields for direct and complete comparison with the EBSD and CRM
measurements. Third, and critical, a third microscopy technique,
AFM, was used to provide an independent and absolute measure
of the scale of deformation of the test structure. In assessing ac-
curacy, an independent measure of overall scale of deformation
was needed; using the AFM data was an essential step that pre-
vented circularity in the analysis or reliance on the very method to
be tested as in input parameter.

The elastic deformation field of the wedge indentation was
modeled far more rigorously than the previous study [18]. In
particular, anisotropic elasticity was used in the FEA simulation
and the full strain tensor calculated for a more complete analysis.
The cross-section of the indentation irreversible deformation zone
was taken as a more realistic semi-ellipse and the scale and ei-
genstrains of the zone made consistent with the AFM-measured
surface topography. The outputs from the model for EBSD and
CRM responses treated information depths explicitly. It is thus
possible to take the FEA–AFM output as the best representation of
the deformation state of the material adjacent to the wedge in-
dentation to which other measurements should be compared.

Thus, in terms of quantitative microscopy and metrology con-
siderations, the agreement between the individual components of
the distortion, strain, and rotation tensors determined by EBSD
with those predicted by FEA–AFM, Fig. 7, imply that EBSD mea-
surements, at least as implemented here, provide an accurate
measure of deformation. The greatest deviations between the
EBSD measurements and the FEA–AFM predictions are of order
10�3, and then only for a few measurements directly adjacent to
the indentation contact impression where strain gradients are
greatest and there is the greatest possibility of the measurements
sampling irreversibly-deformed material. For the majority of the
positions sampled the EBSD measurements agree with the FEA–
AFM predictions to within the precision of the measurements,
E2�10�4. This assessment of the accuracy of EBSD strain mea-
surements is in agreement with earlier measurements on SiGe
films, which exhibited a far simpler strain state of homogeneous
tetragonal distortion [7,8,10,22].

There is very good qualitative agreement between the features
observed in the CRM shift measurements and the FEA–AFM pre-
dictions over the full scan range, Fig. 8(a) and (b): Both the mea-
sured and predicted shifts are positive, suggesting a pre-
dominantly compressive strain field. Far from the contact im-
pression, the shifts are small, decrease slowly with distance from
the contact impression, and have no dependence on excitation
wavelength, suggesting small strains that have very little depth
dependence and that vary slowly with lateral position; the shifts
increase significantly as the impression is approached, more so for
the shorter wavelength excitations, suggesting large strains with
both large lateral and depth gradients; adjacent to the impression
there is a small shift reversal, more so for the shorter excitation
wavelengths, suggesting a surface-localized strain decrease. For
the shortest excitation wavelengths, the range of predicted shifts
arising from the range of information depths (Table 2) is com-
parable to the precision of the shift measurements, about
0.05 cm�1.The implication is that CRM measurements provide a
method for precise measurements of relative deformation if the
nature of the deformation field is known. For example, the in-
crease in shift from about 1 cm�1 to about 4 cm�1 for the surface-
localized 405 nm excitation measurements at 7 μm and 2 μm,
respectively, in the scans of Fig. 8 can be interpreted as a simple
4-fold increase in both ε11 and ε33 as these are the only non-zero
strain tensor components at the surface and ε11/ε33 is a constant
(see Section 2). In other cases in which the form of the strain
tensor is unknown, and there is perhaps convolution of mea-
surements over an information depth, relative shift measurements
can provide information on the relative magnitudes of the entire
strain tensor, for example between two different indentations
measured by 633 nm excitation 5 μm from the impression centers.

The current limitations on the accuracy of CRM deformation
measurements, that is, in the specification of the numerical values
of ε11 and ε33 in the example above, are shown in Fig. 8(c). The
predicted shift bands encompassed the experimental measurements
only when the range of PDP values (Table 3) was taken into account.
At its greatest, the range is about 0.7 cm�1 on a shift of about
4.5 cm�1. Taken as an uncertainty, this range suggests that accuracy
of CRM measurements is about 77.5% of the inferred stress or strain
value. A similar assessment of accuracy was made by Srikar et al. [6],
based on CRMmeasurements of the stress variation in a MEMS-scale
bent beam. The stress state was relatively simple; linear variation in
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uniaxial stress across the depth of the beam, allowing Eq. (3) to be
used. Using PDPs [48,49] similar to those here, differences in stress
inferred from CRM measurements were shown to be systematically
10% greater than predictions from FEA and beam theory, both
adapted by the imposed deflection of the beam.

The implication of the above CRM observations is that the loss
of accuracy of CRM-inferred stress and strain states likely arises
from inaccuracy of the PDPs. The PDPs used here [47,48] were
determined under uniaxial compression conditions and have not
been fully tested for general stress states. In some cases, simplified
hydrostatic, plane stress, or uniaxial stress states have been as-
sumed for Si adjacent to microelectronic structures fabricated on
Si surfaces. Qualitative comparisons of measured CRM shifts with
those anticipated from the assumed stress states were made
[11,12,20]. In other cases, a uniaxial stress state was assumed, such
that Eq. (3) pertains, and quantitative CRM shift comparisons
made with FEA or analytical predictions [7,14] or EBSD measure-
ments [17]. CRM shifts resulting from general multi-axial stress
states adjacent to microelectronic structures formed on or in sin-
gle-crystal Si [13,19] or in polysilicon MEMS structures [31] have
been quantitatively compared with predictions from FEA models,
but the FEA models were not adapted to an orthogonal experi-
mental measurement. The limited numbers of comparisons and
the lack of agreement noted here between strain states inferred
from CRM observations and those determined by FEA–AFM and
EBSD suggests that specification of the accuracy of strain micro-
scopy by CRM is yet to be achieved. Such strain accuracy requires
measurements of the Si PDPs under conditions similar to those used
in strain mapping. In particular, the effects of large numerical aper-
tures in back-scattered imaging, in which the incident and scattered
radiation contain large components of electric field parallel to the
microscope optical axis [20], need to be considered. Although the
PDPs are most conveniently measured under uniaxial stress states,
final assessment of PDP accuracy for stress and strain mapping re-
quires measurements under controlled multi-axial stress states, in-
cluding consideration of depth convolution effects.

From a materials science perspective, the combined FEA–AFM
method implemented here provided insight into the nature of the
irreversible deformation zone beneath the wedge indentation, in
particular the geometry and eigenstrains. This approach is similar
to a previous study [54], in which FEA and AFM were combined in
study of Rockwell indentation profiles on metal surfaces to infer
material properties, in particular yield stress and work-hardening
rate. As noted above, these inferred quantities need to be inter-
preted with some care, they are only representative in that they
are consistent with the measured profiles, but the combined FEA–
AFM approach clearly provides a method for determining material
properties. The quantitative microscopy methods demonstrated
here provide a means of validating this approach through mea-
surement of quantities, here distortion and strain, not directly
used in establishing FEA and AFM self-consistency. Hence, limited
EBSD or CRM measurements could be used to validate a FEA–AFM
methodology on one indentation or one material, such that the
methodology could then be extended to others with confidence in
the accuracy of the material property determination.

Finally, from a component engineering perspective, both EBSD
and CRM would appear to have sufficient strain measurement
precision, E2�10�4, to measure strains engineered in micro-
electronic and optoelectronic devices, E10�2 [1,2] but may
struggle with the strains deliberately engineered or arising from
thermomechanical effects, E10�3 or less, in MEMS devices [3,6]
or in microelectronic interconnection or packaging structures
[4,5]. The accuracy demonstrated here for EBSD enables not just
comparison of measurements performed using different techni-
ques and with modeling results, but also enables predictions of
device performance. CRM will not achieve the spatial resolution of
EBSD but it is an ambient atmosphere technique that is simpler to
implement, especially on larger samples, and can more rapidly
provide information on strain if the form of the stress field is
known. Hence, there are strong driving forces to increase the ac-
curacy of CRM so as to enable similar comparisons and predictions.
Appendix A. Depth convolution analyses

A.1. Numerical integration of FEA simulation results

Calculation of Eqs. (5) and (6) must be implemented in an ef-
ficient manner that takes into account, and advantage of, the
characteristics of the distortions simulated via FEA. The ex-
ponential convolution kernel (Eq. (4)) is analytic and well behaved,
but the distortion components are piecewise linear (derivatives of
quadratic forms) with no guarantee of continuity at element
boundaries. For simplicity of notation in this Appendix, x1 is re-
presented as x, x3 is represented as z, and u3(x) is represented as
h(x). Each part of the integral over an individual linear segment
was solved analytically in terms of z and the function value

( ) = ( )f z A zij or ω( ) = Δ ( )f z z at the endpoints. The total integral
was then the sum of these piecewise integrals. For segment k with
endpoint values ( )− −z f,k k and ( )+ +z f,k k the partial integral is
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and the resulting simulated value of f(x) is

( ) =
∑

[ − ]
=

( − )− +f x
I

e1
.i

N
i

z z d
S 1

/N1 info

A.2. CRM weighting function and information depth

The CRM weighting function is exponential as the ingoing and
outgoing light is attenuated at a constant rate determined by the
material attenuation length for the particular wavelength of light.
Light traveling to a depth −u z3 will be attenuated by a factor,

[ ( )− ]e u x z d/3 in. Backscattered and wavelength-shifted light will tra-
verse the same distance while exiting the Si and suffer additional
attenuation by a factor [ ( )− ]e u x z d/3 out. The total attenuation will be
the product that simplifies to the single exponential

= ( ) −
( + )

[ ( )− ] [ ( )− ]
− − −

⎡
⎣⎢

⎤
⎦⎥e e

h x z
d d

exp .h x z d h x z d/ /

in
1

out
1 1

in out

Other attenuation effects such as scattering efficiencies are
assumed to be independent of strain and z-coordinate so that the
relative intensities are well-characterized by the exponential fac-
tor. The piezo-Raman contribution is neglected when calculating
λout and dout because the piezo-Raman shift is a small part of the
total Raman shift, a few cm�1 contrasted with 520.9 cm�1.
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